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Abstract

An experimental setup capable of real-time closed-loop experiments on in-vitro neural
networks is a powerful tool for the investigation of information processing in the central
nervous system, since it provides a straightforward mean to evaluate hypotheses on
coding and decoding schemes. Such a system was designed, implemented and tested at
the Istituto Italiano di Tecnologia, with some degree of success: a small robot moves in an
arena containing obstacles, collecting information on its environment through proximity
sensors. Such information is coded to a dissociated neural culture and recorded signals
are in turn decoded and used to drive the robot in an obstacle avoidance task.

However, control of the robot has so far been limited. Though closed-loop experi-
ments showed a significant increase of traveled path between hits, control of the robot
was still fairly limited: while a preference to turn in a direction rather than another
can be conveyed, fine control of wheel speeds was still out of reach. One of the main
reasons for this partial failure could be the fact that the coding and decoding strategies
implemented were too simple to properly “translate” information: both schemes relied
on a simple, linear, frequency-based relation. Especially in the decoding case, several
other signal features must be taken into account, such as organization of spikes into
bursts, order of firing and delay between events.

In this thesis project, the organization of spikes into bursts has been taken up in
particular. Appropriate software modules were developed to this end. The algorithms
were tested on an offline test-bed, and the results verified before they were integrated into
the modular architecture of the existing custom software, written in C#. The impact
of the augmented scheme was tested using closed-loop neuro-robotic experiments, in
order to evaluate the actual performance of the proposed decoding scheme with living
networks.

The results of the experiments are presented. In the current form, the augmented
decoding scheme does not seem to be contributing significantly to the performance of
the robot. This could be due to a variety of reasons. A discussion on these, based on
preliminary analysis of the experiment data has also been presented. The data analysis
was performed using MATLAB R© environment (MATLAB, 2009).

iii

www.iit.it


Contents

Index of figures vi

Index of tables viii

1 In vitro electrophysiology of neuronal networks: a historical perspec-
tive 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Neurons and glia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 The synapse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 In vitro neural preparations . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5 State-of-the-art of recording and stimulation techniques . . . . . . . . . . 8

1.5.1 The patch-clamp technique for single-cell electrophysiology . . . . 9
1.5.2 Microelectrode arrays for network electrophysiology . . . . . . . . 10

2 Microelectrode arrays and the neuro–robotic architecture: technical
description of the experimental set-up 16
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Microelectrode array technology: standard devices . . . . . . . . . . . . . 16

2.2.1 MCS microelectrode array design . . . . . . . . . . . . . . . . . . 17
2.2.2 The MCS MEA60 System . . . . . . . . . . . . . . . . . . . . . . 19
2.2.3 Custom fittings for the MCS MEA60 System . . . . . . . . . . . . 21

2.3 The Neuro–robotic architecture . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.1 Network module . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.2 Robotic module . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3 Online coding and decoding schemes 26
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Spikes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2.1 Spike detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Bursts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3.1 Bursts as a unit of neuronal information . . . . . . . . . . . . . . 28
3.3.2 Burst-detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.3 A test bed for the real time burst detection algorithm . . . . . . . 31

3.4 Coding of sensory information . . . . . . . . . . . . . . . . . . . . . . . . 32
3.5 Decoding of motor information . . . . . . . . . . . . . . . . . . . . . . . 33

iv



3.5.1 Existing scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.5.2 Proposed scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4 Closed loop experiments, results and conclusions 36
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Experiment protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2.1 Monitoring of the spontaneous activity of the culture . . . . . . . 36
4.2.2 Test stimulus from a set of electrodes . . . . . . . . . . . . . . . . 37
4.2.3 Random- turn experiments . . . . . . . . . . . . . . . . . . . . . . 38
4.2.4 Spontaneous activity and connection map . . . . . . . . . . . . . 40

4.3 Indicators of robot performance . . . . . . . . . . . . . . . . . . . . . . . 40
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.6 Conclusions and future directions . . . . . . . . . . . . . . . . . . . . . . 43

Bibliography 46

v



List of Figures

1.1 Simplified sketch of a neuron. . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Scheme of action potential generation . . . . . . . . . . . . . . . . . . . . 4
1.3 Model of a synapse. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Image of a cortical network cultured over an MEA . . . . . . . . . . . . . 7
1.5 Hippocampal slice from an 11-day-old rat . . . . . . . . . . . . . . . . . . 8
1.6 Schematic diagram of the MEA structure. (From Thomas et. al, 1972) . 11
1.7 The first recordings from single dissociated neurons using an MEA . . . . 12
1.8 Dishwide bursting in a dense cortical culture . . . . . . . . . . . . . . . . 12
1.9 NeuroBIT project’s bi-directional neural interface . . . . . . . . . . . . . 14

2.1 MEAs produced by different companies. . . . . . . . . . . . . . . . . . . 17
2.2 A typical MCS MEA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 PDMS lid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Multi Channel Systems set-up . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Custom recording chamber for MEA recordings . . . . . . . . . . . . . . 21
2.6 Block diagram of the neuro-robotic architecture . . . . . . . . . . . . . . 23
2.7 The robotic module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.1 Various phases as the action potential passes a point on a cell membrane. 27
3.2 A bursting neuron (www.scholarpedia.org/article/Bursting). . . . . 28
3.3 Flow chart of the real-time burst detection algorithm. B here represents

a binary burst flag. The green/red connectors from a decision block cor-
respond to the YES/NO conditions respectively.[modify slighly to show
n incrementing] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.4 A screenshot of the offline variant of HyBrain. . . . . . . . . . . . . . . . 32

4.1 A typical PSTH of evoked responses in a neuronal network. The solid
filled channel was the one used for stimulation. . . . . . . . . . . . . . . . 38

4.2 A typical connectivity map. It represents a plot of the PSTH areas evoked
by a couple of stimulating electrodes on a specific electrode. . . . . . . . 39

4.3 Arenas of the random turn experiments. The pink circle is the virtual
robot. The six lines around the robot is a visualization of the distance to
the wall (the obstacle) as measured from the six sensors on the robot. . . 39

4.4 Plot of the success rates of the robot. The x-axis represents the four sets
of robot runs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

vi

www.scholarpedia.org/article/Bursting


4.5 Boxplot of the success rates of the robot. The x-axis represents the four
sets of robot runs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.6 Plot of the different times the robot took to exit the arena. Each color
represents a different robot run. The data of all experiments have been
pooled together. The x-axis represents the four sets of robot runs. . . . . 43

4.7 Plot of the different times the robot took to exit the arena. Each color
represents a different robot run. The data of all experiments have been
pooled together. The x-axis represents the four sets of robot runs. . . . . 44

4.8 Plot of the mean burst count in each channel . . . . . . . . . . . . . . . . 44
4.9 Plot of the mean spike count in each channel . . . . . . . . . . . . . . . . 45

vii



List of Tables

1.1 Concentrations in mM of the major ions at the resting equilibrium inside
and outside the cell (Kandel et. al, 2000). . . . . . . . . . . . . . . . . . 4

viii



Chapter 1

In vitro electrophysiology of
neuronal networks: a historical
perspective

1.1 Introduction

Humans are vastly superior to other animals in their ability to exploit their physical
environment. The enourmous complexity and variability of the world surrounding us
is received by the nervous system through a sophisticated array of sensory receptors:
the brain’s job consists in organizing the incoming sensory information in perceptions
and elaborating an appropriate behavioral response. This task is accomplished by the
brain using nerve cells (i.e. neurons) and the connections between them (i.e. synapses).
Individual nerve cells, the basic units of the brain, are relatively simple in their mor-
phology: although the human brain contains a thousand different types of neurons, they
all share the same basic architecture (see Fig. 1.1). The complexity of human behavior
depends less on the specialization of individual nerve cells and more on the fact that a
great number of these cells form precise anatomical circuits. Hence, the capability of
the nervous system to produce different actions in response to complex sensory stimuli
derives from the way neurons are connected with each other and with sensory receptors
and muscles, rather than single-cell specialization (Kandel et al., 2000).

In summary, four basic features of the nervous system responsible of the generation
of behavior can be identified:

1. The mechanisms by which neurons produce signals.

2. The patterns of connections between nerve cells.

3. The relationship of different patterns of interconnection to different types of be-
havior.

4. The means by which neurons and their connections are modified by experience.
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In this introductory chapter, we would like to outline some basics about how neurons
produce propagating electrical signals (see §1.2) and how they establish interconnections
between each other (see §1.3). In the following section, we report some brief notes about
the methods neuroscientists use to investigate the function of neurons and synapses
through different kinds of in vitro neural preparations (see §1.4). Finally, we dedicate
an entire section to the description of state-of-the-art electrophysiological techniques,
focusing on in–vitro applications and going from patch–clamp (see §1.5.1) to microelec-
trode arrays (MEAs) (see §1.5.2), which is the main tool exploited in the context of this
thesis.

1.2 Neurons and glia

There are two main classes of cells in the nervous system: nerve cells (i.e. neurons) and
glial cells (i.e. glia).

Glial cells

In the Central Nervous System (CNS) of vertebrates, the number of glial cells is 10
to 50 times the number of neurons (Kandel et al., 2000). One may ask the reason of
such overabundance of glia: although glial cells are not excitable, as neurons are, they
carry out several vital roles. They provide to neurons structural and metabolic support,
protection from pathogens and other toxic substances, production of the axons’ myelin
sheath and removal of dead cells (Kandel et al., 2000). More recently, several studies
about the role of astrocytes – the most numerous class of glial cells in the CNS – in
modulating neuron function and synaptic plasticity have been published (Fellin, 2009).

Neurons

A typical neuron has four morphologically defined regions (see Fig. 1.1)

• The cell body or soma: it is the metabolic center of the cell, it contains the
nucleus (where genes are stored) and the endoplasmic reticulum (where proteins
are synthesized).

• The dendrites: dendrites branch out from the soma in a tree-like fashion and
are the main apparatus for receiving incoming signals from other nerve cells.

• The axon: it extends away from the cell body and is the main conducting unit
for carrying signals to other neurons.

• The presynaptic terminals: the chemical synapse is the point at which two
neurons communicate and involves a presynaptic cell, which transmits a signal, and
a postsynaptic cell, receiving the signal. The presynaptic terminal is a specialized
cell compartment in which the electrical signals (i.e. action potentials) traveling
through the axon are transduced in a chemical signal (i.e. neurotransmitter release)
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captured by the postsynaptic receptors present in the dendrites. This chemical
signal is again translated in an electrical one, affecting the postsynaptic neuron’s
membrane potential (see §1.3), and thus accomplishing the synaptic transmission.

Figure 1.1: Simplified sketch of a neuron.

Mechanisms of action potential generation

At rest, all nerve cells maintain a difference in the electrical potential (V) on either side
of the plasma membrane: this is called the resting membrane potential and in a typical
neuron it is about -65 mV (V = Vintracellular − Vextracellular). The difference in electrical
potential when the cell is at rest results from two factors:

1. The unequal distribution of electrically charged ions, in particular the positively
charged Na+ and K+ ions and the negatively charged aminoacids and proteins on
either side of the cell membrane.

2. The selective permeability of the membrane to just one of these ions, K+. The
unequal distribution of positively charged ions on either side of the plasma mem-
brane is maintained by the Na+ – K+ pump, a membrane protein that pumps Na+

out of the cell and K+ back into it, keeping the Na+ ion concentration in the cell
low and the K+ ion concentration high (see Table 1.1). At the same time, the
cell membrane is selectively permeable to K+, through specific membrane proteins
(i.e. ion channels) highly permeable to K+ and considerably less permeable to Na+

(Kandel et al., 2000).

Excitable cells, such as neurons, differ from other cells in that their membrane poten-
tial can be significantly and quickly altered: this rapid change can serve as a signaling
mechanism and is called the action potential. The action potential is composed of a ris-
ing phase (depolarization), followed by a falling phase bringing the membrane potential
V down to a hyperpolarization phase. This shape is due to the activity of voltage-
controlled channels of the membrane that modify the Na+ and K+ ion permeability as
a function of the membrane potential (see Fig. 1.2).
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Ion Extracellular[mM] Intracellular[mM]
Na+ 440 50
K+ 20 400
Cl- 560 52

A- (organic ions) - 385

Table 1.1: Concentrations in mM of the major ions at the resting equilibrium inside and
outside the cell (Kandel et. al, 2000).

Figure 1.2: Scheme of action potential generation: Flow of Na+ and K+ ions through voltage-
gated channels across the plasma membrane.

Briefly, when the neuron receives an input (synaptic or sensory, mediated by recep-
tors) an influx of Na+ or Ca2

+ ions depolarizes the membrane: when the depolarization
exceeds a critical threshold, the voltage-gated Na+ permeable ion channels are open and
V rapidly increases towards positive values. When V reaches its peak, the voltage-gated
Na+ channels close and, at the same time, the voltage-gated K+ channels open, leading
to a strong outflux of K+ ions that re-establishes a negative membrane potential. The
action potential is an all-or-none signal: this means that while stimuli below the thresh-
old will not produce a signal, all stimuli above the threshold produce the same signal.
Moreover, the amplitude and duration of each action potential are pretty much the same,
regardless the stimulus’ intensity or duration. Only two features of the conducting sig-
nal convey information: the number of action potentials and the time intervals between
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them.
In summary, an action potential is an all-or-none signal, whose shape is stereotyped,

and is produced by the movement of ions across the plasma membrane through voltage-
gated channels.

1.3 The synapse

When an action potential reaches a neuron’s terminal it stimulates the release of a
chemical transmitter from the cell, as the neuron’s output signal. In the CNS the
major excitatory transmitter is L-glutamate, while the major inhibitory transmitter is
γ-aminobutyric acid (GABA) (Kandel et al., 2000). Transmitter molecules are held in
subcellular organelles called synaptic vesicles, which are loaded into specialized release
sites in the presynaptic terminals called active zones. To unload their content, the
vesicles fuse with the plasma membrane, a process known as exocytosis. After the
transmitter is released from the presynaptic neuron, it diffuses across the tight space
that separates the presynaptic and postsynaptic terminals (i.e. synaptic cleft) and it
binds the corresponding receptors in the membrane of the postsynaptic neuron (see Fig.
1.3). The binding of transmitter to receptors causes the postsynaptic cell to generate a
synaptic potential. Whether the synaptic potential has an excitatory (i.e. depolarizing)
or inhibitory (i.e. hyperpolarizing) effect will depend on the type of receptors in the
postsynaptic cell, not on the particular neurotransmitter (Kandel et al., 2000).

Figure 1.3: Model of a synapse.

1.4 In vitro neural preparations

In the early 1900’s, the first studies in neurobiology employing tissue cultures were per-
formed by Ross Granville Harrison (Harrison, 1907; Harrison, 1912): he examined the
outgrowth of fibers from fragments of frog and chick neural tube cultured in drops of
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clotted lymph or plasma and demonstrated for the first time that nerve fibers arise as
outgrowths from individual nerve cell bodies (Banker and Goslin, 1998). These studies
opened the way to the use of tissue cultures’ techniques to address biological problems
and attracted many followers (Carrell and Burroughs, 1910). In the following decades,
together with the development of new approaches to cell culture methods (i.e. de-
velopment of clonal cell lines of neuroblastoma cells and novel techniques to culture
dissociated neurons, (Augusti-Tocco and Sato, 1969; Bray, 1970)) and the advancement
of technology (e.g. microscopy techniques, (Zernike, 1934)), in vitro culturing began to
gain a more prominent and important position in neurobiology.

Today, tissue culture is an integral part of modern neurobiology: nearly one third
of the papers that currently appear in Neuron use nerve cell cultures as an important
method (Banker and Goslin, 1998).

Cultures of dissociated neurons

When cells from the embryonic brain of animals are dissociated and placed into culture,
neurons that have completed division in situ will extend processes, form synapses with
one another and become electrically active. Differently from most types of tissues, even
if tissue is removed at a time of active neurogenesis, it is rare to observe cells that divide
in culture and subsequently acquire a neuronal phenotype. Such kind of cultures is
referred to as primary cultures, because they are prepared from cells taken directly from
the animal: the cells divide or not depending on the original tissue, acquire differentiated
characteristics and ultimately die, but for the next experiment another animal has to be
sacrificed in order to obtain new tissue and prepare new cultures.

Alternatively, it is possible to use continuous cell lines, mostly derived from tu-
mor cells (e.g. mouse neuroblastoma tumor C-1300) (Augusti-Tocco and Sato, 1969):
these cells can be sub-cultured repeatedly and express a reasonably stable phenotype.
Comparing cell lines vs primary cultures is not the aim of this short introduction, not
to mention the different fields of application. Briefly, one of the drawbacks of using
cell lines is that they often do not express some key aspects of neuronal differentiation
(e.g. development of axons and dendrites, formation of synapses, etc.), although they
share a great many of the individual characteristics of differentiated neurons (e.g. neu-
rotrasmitters, ion channels, receptors and other neuron-specific proteins) (Banker and
Goslin, 1998).

In this thesis, for electrophysiology purpose, we made use of primary cultures of
dissociated neurons from rat embryos, plated at a relatively high density (1200 cells/
µl) onto planar MEAs. In what follows, we briefly describe the procedure used to obtain
and maintain the cultures.

Neuronal cultures are obtained from cerebral cortices of embryonic rats, at gesta-
tional day 18 (E18). The cerebral cortices of 4–5 rat embryos are dissected and then
exposed to chemical (0.125% trypsin solution for 20 minutes at 37 ◦C) as well as me-
chanical dissociation (through flame-narrowed Pasteur pipettes). The resulting tissue
is resuspended in Neurobasal medium (Invitrogen, Carlsbad, CA, USA), supplemented
with 2% B27 (Brewer, 1997; Brewer et al., 1993) and 1% Glutamax-I (both Invitro-
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Figure 1.4: Image of a cortical network cultured over an MEA for 24 days in vitro at two
magnifications (10x and 20x, calibration bars: 100µm and 30µm).

gen) at the final concentration of about 1,200 cells/µl. Cells are then plated onto the
substrates, precoated with adhesion promoting molecules (first laminin, 50 µg/ml, and
second poly-D-lysine, 100 µg/ml, both from Sigma–Aldrich), at the estimated density
of 48,000-50,000 cells/device. The cultures are maintained in MEA devices, each con-
taining 1 ml of nutrient medium (i.e. serum-free Neurobasal medium supplemented with
2% B27 and 1% Glutamax), in a humidified incubator having a controlled atmosphere
(5% CO2, balance air) at 37◦C. No antimitotic drug, that prevents glia proliferation,
was added in our cultures, (Araque et al., 1999; Nedergaard, 1994; Pfrieger and Barres,
1997) because of the essential role played by glial cells in the nervous system (see §1.2).
Half of the medium is replaced once a week until the 4th week in vitro and twice a
week afterwards. The cultures can be kept in healthy conditions for several weeks and
after 3-4 weeks in vitro they reach a mature developmental stage, characterized by quasi
-synchronous array-wide bursts, mixed with isolated random spikes (Chiappalone et al.,
2006; van Pelt et al., 2004). In Fig. 1.4, a network of rat cortical neurons at 24 DIV
over an MEA is shown at different magnifications.

Brain slice preparation

Instead of dissociate cells from the neural tissue, an alternative approach can be adopted
that allows to partially keep the 3D structure of the intact brain in vitro: slices of brain
can be cut from different areas - hippocampus alone or together with entorhinal cortex,
cerebellum, cortex, striatum, etc. - and can be kept alive for several hours in various
media (acute slices) or maintained in culture for days/weeks (organotypic slice cultures).

Brain slices allow recording from semi-intact neural circuits, with the advantages
of mechanical stability and control over the extracellular environment. These prepa-
rations are often used for a wide variety of studies, including synaptic plasticity and
development, network oscillations, intrinsic and synaptic properties of defined neuronal
populations, and many others (Kettenmann and Grantyn, 1992). Depending on the
experimental needs several variants of the technique have been developed and are being
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used. One distinction between the variants relates to how thick the slices have been
cut. The thin slice technique was developed to allow visualization of individual cells
in slices less than 250 µm, while the thick slice technique is used in experiments where
connectivity and maintenance of normal dendritic structure are crucial for the study.

Figure 1.5: Hippocampal slice from an 11-day-old rat, cultured and maintained on MED64
probes (Alpha Med Scientific Inc., Japan). (From (Shimono et. al., 2000))

The culturing of organotypic brain slice cultures have been based on earlier work
on explant cultures derived from different anatomical region reviewed by Crain (Crain,
1976), and became an increasing popular tool with the development of the roller-tube
technique in 1981 by Gähwiler (Gähwiler, 1981) and later the interface cultures in 1991
by Stoppini (De Simoni and Yu, 2006; Noraberg et al., 1999; Stoppini et al., 1991) and
Yu, 2006; Hippocampal/cortical slice cultures have also been coupled to planar MEAs
(Beggs and Plenz, 2003) and Plenz, 2003; (Egert et al., 1998; Jahnsen et al., 1999), thus
allowing long-term extracellular measurements of defined neuronal circuits.

1.5 State-of-the-art of recording and stimulation tech-

niques

Different techniques exist for measuring and evoking the electrophysiological activity of
in vitro neuronal networks: a first distinction can be made between intracellular and
extracellular techniques.

• Intracellular technique: Previously, the action potential - the main feature of
nerve cells’ electrophysiological activity - has been described considering the ionic
flows across the cellular membrane: the direct measurement of the potential dif-
ference across the membrane needs two measuring points, one in the cell and the
second outside. This kind of electrophysiological measurement is called intracellu-
lar technique and requires the breaking of the membrane.

• Extracellular technique: Alternatively, one can place the first measuring point
outside the cell, but very close to the membrane, and the second one, the reference,
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far away from the cell. As described above (see §1.2), when an action potential
occurs, the intracellular and extracellular ionic concentrations are both modified
by the membrane transport properties: the extracellular changes are localised near
the membrane and currents entering or leaving a neuron generate voltage signals
at the electrode nearby. This results from a resistive drop in the medium between
the reference electrode and the recording electrode. This measurement technique
has been referred to as extracellular technique.

Intracellularly and extracellularly recorded signals are very different. Not only the
amplitude of extracellular signals is lower than that of intracellular ones (20 – 200 µVpp
for a typical action potential of 100 mVpp measured intracellularly), but also the shape is
different. Models of the neuron- microelectrode junction have been developed (Martinoia
et al., 2004a) in order to better understand and correctly interpret the extracellular
traces recorded from neuronal populations. A coupling stage taking into account several
parameters of the junction allows to reproduce the low-pass filtering effect introduced by
the extracellular measurement. The main variables involved in the signal transduction
are the sealing resistance Rseal, depending on the relative area of the microelectrode
covered by the cell and the distance between the cell and the microelectrode, and the cell
membrane-electrolyte capacitance Chd, modeling the polarization layers of the electrolyte
solution in front of the cell and in front of the microelectrode.

A neuron can be excited intracellularly by injecting a current directly into it, but
also an extracellular stimulation can be realized by applying a voltage or a current to the
extracellular electrode. Application of voltage to the electrodes charges the capacity of
the electrical double layer of the metal-electrolyte interface. This leads to fast, strong,
but transient, capacitive currents with opposite sign at the rising and falling edges
of voltage pulses resulting in transient hyperpolarization and depolarization of cellular
membranes (Fromherz and Stett, 1995; Stett et al., 2000). This is similar to the effect of
brief biphasic current pulses commonly used for safe tissue stimulation (Tehovnik, 1996).
In both cases, however, membrane polarization of the target neurons is primarily affected
by the voltage gradient generated by the local current density and tissue resistance in
the vicinity of the cells (Fejtl et al., 2006).

1.5.1 The patch-clamp technique for single-cell electrophysiol-
ogy

In vitro electrophysiology has seen the majority of its development using glass pipette
electrodes. Neurophysiologists have studied single-cell properties, ion channels, drugs’
effects and synaptic signalling with these electrodes (Kettenmann and Grantyn, 1992).
The electrodes are made by pulling a glass tube into a fine capillary at one end (less than
µm in diameter) and filling it with a saline solution, whose composition matches with
either the composition of the cytoplasm or of the bath solution, depending on the chosen
configuration. Finally an electrode, typically platinum or Ag/AgCl, electrically contacts
the solution to the measuring circuit. Glass pipettes are used in different configurations:
intracellular, extracellular or patch-clamp. The patch-clamp technique was proposed
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for the first time by Erwin Neher and Bert Sakmann in the late 1970s and they won
the Nobel Prize in Physiology or Medicine in 1991 for this work. This technique is
a refinement of voltage clamping and was developed in order to record current flow
from single ion channels. The electrodes used for patch are distinct from the sharp
microelectrodes used to impale cells in traditional intracellular recordings, in that they
are sealed onto the surface of the cell membrane, rather than inserted through it. In
some experiments, the micropipette tip is heated in a microforge to produce a smooth
surface that assists in forming a high resistance seal with the cell membrane. After
leaning the pipette against the cell membrane, a small amount of suction is applied to
the patch pipette in order to increase the tightness of the seal between the pipette and
the membrane. The high seal lowers the electronic noise and allows to record very small
currents across the patch of membrane under the pipette, including those produced by
ion channels with very small conductances (Kandel et al., 2000).

Several variations of the basic technique can be applied, depending on what the
researcher wants to study. The inside-out and outside-out techniques are called excised
patch techniques, because the patch is excised (i.e. removed) from the main body of
the cell. They are different in which side of the membrane’s patch is exposed to the
external medium. In the cell-attached configuration the electrode is sealed to the patch
of membrane and the cell remains intact, allowing to record currents through single
ion channels in that patch of membrane. Whole-cell recordings, in contrast, involve
recording currents through multiple channels at once, over the membrane of the entire
cell. The electrode is left in place on the cell, but more suction is applied to rupture
the membrane patch, thus providing access to the intracellular space of the cell. Cell-
attached and both excised patch techniques are used to study the behavior of individual
ion channels in the section of membrane attached to the electrode. Differently, whole-cell
patch allows the researcher to study the electrical behavior of the entire cell.

1.5.2 Microelectrode arrays for network electrophysiology

In 1972, Thomas at al. published the first paper describing a planar MEA for use
in recording from cultured cells (Thomas et al., 1972). In their introduction, they
underlined that “the most interesting questions to be asked of such cultures are those
dealing with the development and plasticity of electrical interactions among the cultured
elements tissues or single cells)” (Thomas et al., 1972). They also clearly stated that
the “exploration of these questions would be greatly facilitated by a convenient non-
destructive method for maintaining electrical contact with an individual culture, at a
large number of points, over periods of days or weeks”. More than 30 years ago, they
charted a course for the years to come, identifying which directions of investigations to
pursue and also delineating possible ways.

The MEA that was developed had two rows of 15 electrodes each, spaced 100 µm
apart, and was intended for experiments with cultured chick dorsal root ganglion neu-
rons. The array was on glass, with gold electrodes and leads over an adhesion layer,
insulated with photoresist. The electrodes were plated with platinum black to reduce
the impedance of their connection to the culture medium (Robinson, 1968) and were 7
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Figure 1.6: Schematic diagram of the MEA structure. (From Thomas et. al, 1972)

µm square (see Fig. 1.6). Although initial experiments were unsuccessful, turning to
dissociated chick myocytes they found it possible to record robust electrical signals (200
– 1000 µV in amplitude).

Five years later, in 1977, with a very similar introduction to that of Thomas at al.,
Guenter Gross and his collaborators proposed the idea of an MEA, without knowledge
of the previous work (Gross et al., 1977). They showed recordings from an isolated snail
ganglion laid over the electrodes, with single action potentials having amplitudes up to
3 mV , depending upon the cell size.

The first successful recordings from single dissociated neurons using an MEA were
reported by Pine in 1980 (see Fig.1.7): he succeeded in recording from a network of rat
superior cervical ganglion neurons, cultured for up to three weeks over an MEA with 32
gold electrodes (two parallel lines of 16 electrodes each, 10 square and 250 µm apart),
platinized and insulated with silicon dioxide (Pine, 1980). He also used the same MEA
for stimulating neurons with a voltage pulse of 0.5 V and duration of 1 ms. These three
works put a milestone for the upcoming work and marked the beginning of in vitro
network electrophysiology using MEAs.

In the 1980’s, many studies employing MEAs for different purposes followed. While
some were looking for alternative (and promising) new technical solutions (i.e. Field
effect transistor-based MEAs, first proposed in 1981 by Jobling et al. (Jobling et al.,
1981)), some others exploited these new tools to investigate either the network activity of
cultures of dissociated neurons (Gross et al., 1982) or of hippocampal slice preparations
(Wheeler and Novak, 1986). Soon, it was clear that large invertebrate neurons were
the most suitable to be plated on top of MEAs (Regehr et al., 1989): they are easily
identifiable by their size and location in ganglia, can be dissected out, and can be used
with other identified neurons to form simple networks in culture that replicate some or
all of their connections in vivo. MEAs can provide a means for long-term noninvasive
communication with such networks for stimulation and recording, much superior to
conventional electrodes (Pine, 2006). Differently, at the end of the 1980s, Meister at al.
coupled an explanted salamander retina to an MEA (and later on retinas from newborn
ferrets and cats) and they could record spontaneous and evoked by light stimulation
bursts of activity (Meister et al., 1989; Meister et al., 1994).

At the beginning of the 1990’s, the combination of an MEA (for stimulation) and
voltage sensitive dyes (for recording) was exploited to allow the detection and measure-
ment of subthreshold synaptic potentials, otherwise impossible by recording extracellular
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Figure 1.7: Five superimposed intracellular oscilloscope traces are at the top. Action poten-
tial signals are seen for the largest two. Below are extracellular recordings made
simultaneously with the intracellular ones. The two below baseline are from the
action potentials, and are too similar to resolve. (From (Pine, 1980))

Figure 1.8: Dishwide bursting in a dense cortical culture. (From (Jimbo et al., 2000))

electrical signals (Chien and Pine, 1991). At the same time, Fromherz and his collabo-
rators investigated the use of a field effect transistor (FET) to record action potentials
from large Retzius cells of the leech (Fromherz et al., 1991), and this began a series of
investigations in the Fromherz lab aimed at understanding the FET-neuron interface.

As originally foreseen by Thomas and collaborators (Thomas et al., 1972), network
development and plasticity are the most interesting questions that can be addressed
by using MEAs. These are the main goals pursued in the 1990’s by groups in Japan
at the Matsuhita and NTT laboratories, led by Taketani and Kawana: they fabricated
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64-electrode MEAs for use in slice experiments (Oka et al., 1999) and with cultures of
dissociated cortical neurons (Maeda et al., 1995) (see Fig. 1.8). For slices, a rocking
device was developed for keeping cultured organotypic slices alive over many weeks,
so that their development could be observed over time (Kamioka et al., 1997). For
cortical cultures, experiments probed plasticity of connections as a result of tetanic
stimulation (Jimbo et al., 1999). At the same time, Pine and collaborators were looking
for new technical solutions to improve the coupling between neurons and microelectrodes,
through a neuro-cage approach (Maher et al., 1999). Several of these studies, which
provided promising preliminary results, have continued in the period from 2000 to the
present. More recently, much of the attention of the scientific community has been
focused on describing the ubiquitous spontaneous bursting activity present in almost all
of in vitro preparations (Beggs and Plenz, 2003); (Eytan and Marom, 2006; Pasquale
et al., 2008; Raichman and Ben-Jacob, 2008; Wagenaar et al., 2005; Wagenaar et al.,
2006).

Moreover, innovative protocols for inducing network plasticity have been presented
in the literature, partially inspired by the work of Jimbo and collaborators (Chiappalone
et al., 2008; Shahaf and Marom, 2001). Since the 1990’s (Gross et al., 1992; Gross et al.,
1995), neuronal networks grown on planar MEAs have been considered as a promising
tool for drug screening and neurotoxicity studies (Gramowski et al., 2000; Gramowski
et al., 2004; Keefer et al., 2001): this approach has proven to be useful in quantifying
changes in the network activity in response to different neuroactive compounds (Marti-
noia et al., 2005a; Martinoia et al., 2005b). Finally, the Potter group in Atlanta and,
at the same time, the research group in Genova, led by Martinoia have developed sys-
tems for re-embodying cultured networks: they connected the culture in a closed-loop
with an artificial body, either simulated on the computer (DeMarse et al., 2001) or rep-
resented by an actual robot (Bakkum et al., 2004; Martinoia et al., 2004b) (see Fig.
1.9). The main goal of this approach was to provide the neuronal network “natural”
inputs from the outside, in order to overcome one of the essential limitations of the in
vitro methodology, i.e. the lack of a bi-directional communication with the surrounding
environment. Research is still going on in this direction, exploiting the robot-culture
closed-loop architecture as a platform for studying plasticity and learning.

MEAs vs. traditional methods – advantages and limitations

During the last 30 years, the invention and the continuous improvement of planar multi-
electrode array devices have made possible experiments unthinkable before the 1970’s,
exploring network-level phenomena (i.e. network physiology). At the same time, MEAs
allow experiments that can also be performed with traditional non-MEA instrumenta-
tion, but are enhanced by the use of multi-electrode devices. However, although modern
MEAs can in general perform all the major types of traditional experiments (involving
either dissociated cell cultures or slices), they are not always the best choice for a partic-
ular application (Whitson et al., 2006). Determining MEA applicability requires careful
consideration of their specific strengths and weaknesses. From a traditional perspective,
their major strengths include:
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Figure 1.9: (A) Block diagram of the NeuroBIT project’s bi-directional neural interface. (B-
G) A 60-s portion of a typical closed-loop experiment: recorded spike trains (B)
and instantaneous firing rates (C) from the 16 output sites, motor commands (D)
and, on the right, the corresponding activity of the IR sensors (E), the average
left and right sensor activity (F) and the corresponding pattern of stimulation
(G). (From (Cozzi et al., 2005))

1. The ability to gather data from multiple sites in parallel as if running multiple
experiments in a single culture/slice;

2. The ability to change stimulation and recording sites very quickly among those
available in the array;

3. The ability to do away with the need to place multiple electrodes individually by
hand;

4. The ability to increase culture sterility (either for dissociated cells or organotypic
cultures).

Conversely, limitations include:

1. Smaller amplitude recordings (in most cases), as compared to traditional instru-
mentation because the electrodes are not inserted directly inside the cell;
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2. Lesser independent mobility of the elctrodes, since they are arranged in a fixed
pattern.

Only by exploiting the 2-D structure of MEAs it is possible to perform a spatio-
temporal analysis of activity propagation patterns: for example, the use of MEAs allowed
to capture the 2-D functional anatomy of the hippocampus (Shimono et al., 2000), by
using a technique called 2-D current source density (2-D-CSD) analysis. This technique,
made possible by 2-D MEAs, provides a clear picture of the concentration of currents into
and out of neuronal regions, and allows to identify neuronal circuits in a brain’s portion.
Similarly, the availability of several recording points to monitor the network’s activity
is essential to evaluate the effects of plasticity protocols on the whole neuronal system
(Chiappalone et al., 2008; Jimbo et al., 1999; Jimbo et al., 2000), defining long-term
network potentiation (LTNP) or long-term network depression (LTND).

Considering the technological advances of the modern electronic industry (i.e. ever-
increasing electronics miniaturization and machines’ storage and computation capabili-
ties), quite recently there has been a strong effort towards the production of high-density
MEAs (Berdondini et al., 2009; Frey et al., 2009). In fact, one of the main limitations
of currently commercially available MEAs is the low number of recording points when
compared to the total number of cells in the network. Moreover, due to the high inter
electrode distance (on the order of hundreds of µm for standard MEAs), it is necessary
to plate cells at a relatively high density (about 2000cells/mm2) to get a good covering
of the electrodes. These issues has led to the search for an array with a very high num-
ber of embedded microelectrodes, whose size (and distance) is comparable to that of a
neuron (Imfeld et al., 2008).
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Chapter 2

Microelectrode arrays and the
neuro–robotic architecture:
technical description of the
experimental set-up

2.1 Introduction

Nowadays, thanks to advances in electronic technology, commercial systems based on
the microelectrode array (MEA) methodology are readily available. Actually, many
neuroengineering laboratories all over the world are using this approach to study the laws
which underlie the behavior of neuronal networks (Chiappalone et al., 2008; Eytan and
Marom, 2006; Wagenaar et al., 2006). In the previous chapter, we outlined the history
of MEA electrophysiology, starting from the very first applications to the most recent
developments. Here, we would like to give further technical details about commercially
available MEAs and the required experimental set-up.

2.2 Microelectrode array technology: standard de-

vices

MEAs are made of cell-sized electrodes (10–100 µm diameter) placed onto a glass sub-
strate. The electrodes, typically made of Au, Indium-Tin Oxide (ITO), Titanium Nitride
(TiN), or black platinum, must be bio-compatible, long-term lasting, and preferably
should have low impedance (less than 500 kΩ at 1 kHz) for low thermal noise.

The MEA non-sensitive surface and electrode leads are coated with bio-compatible
insulators (e.g. polyamide or silicon nitride/oxide) which prevent short circuits with
the electrolyte bath. These insulators, again coated with adhesion-promoting molecules,
such as polylysine and/or laminin, allow and help the neuron coupling to the device
surface. The low impedance of the electrodes, and the choice of a correct voltage range to
avoid the generation of neurotoxic redox complexes, enable using them to deliver external
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stimuli. The fabrication of MEAs is based on the thin-film technology (Elshabini-Riad
and Barlow, 1998) and is realized in a clean-room, using standard photolithographic
techniques.

Figure 2.1: MEAs produced by different companies. (A) MEA 30/200 made by Multi Chan-
nel Systems for dissociated neuronal cultures, (B) MED60 made by Panasonic,
(C) multi-well chip for pharmacological applications and (D) 3D electrodes for
slice preparations, both made by Ayanda-Biosystems.

The rapid success met by MEAs in the neuroscience research field (see §1.5.2) moved
some electronic companies to develop commercial systems to perform electrophysiolog-
ical measurements using MEAs. At the present, there are on the market at least two
complete acquisition systems based on MEAs: the MED System produced by Panasonic
(www.med64.com, Osaka, Japan) and the MEA System produced by Multi Channel Sys-
tems (www.multichannelsystems.com, Reutlingen, Germany). Other companies, such
as Ayanda-Biosystems (www.ayanda-biosys.com, Lausanne, Switzerland), and Plexon
(www.plexoninc.com, Dallas, USA) have only developed the microelectrode devices, for
several different applications (cultures, slices, cardiomyocytes, retinal cells, pharmaco-
logical screening, etc.). Fig.2.1 shows four samples produced by Multi Channel Systems,
Panasonic and Ayanda.

All the experimental results involving standard commercial devices presented in this
thesis were obtained from recordings performed on MEAs manufactured by Multi Chan-
nel Systems. The following sections deal with the description of this experimental set-up.

2.2.1 MCS microelectrode array design

Multi Channel Systems (MCS) provides different types (electrode size and inter-electrode
spacing) of MEAs. The MEAs used in this work consist of 60 flat round electrodes made
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Figure 2.2: (A) Image of a typical MCS MEA, (B) 8x8 layout of an MCS MEA: a is the
electrodes’ size (e.g. 30 µm) and d is the inter-electrode spacing (e.g. 200 µm).
(C) and (D) are optical images of a neuronal network over an MEA at 14 days
in vitro (20x magnification).

of TiN. Tracks and contact pads are made of titanium or ITO, and the insulation material
is silicon nitride (Si3N4). The electrodes are positioned in an 8x8 layout grid (the four
corner electrodes are not present). ITO contact pads and tracks are transparent to allow
a perfect view of the specimen under the microscope. Electrode diameters of either 10
µm or 30 µm are available, with an interelectrode distance of 30, 100, 200 or 500 µm
(see Fig. 2.2). In this study we used only arrays of 30 µm electrodes, spaced 200 µm.

Figure 2.3: PDMS lid

(A) Image showing an MCS MEA covered by a PDMS lid, and (B) image of the
two-part PTFE/FEP template used to mould the PDMS lids. PDMS has been

purchased from Dow Corning (Sylgard 184 Silicone Elastomer Kit,
www.dowcorning.com, Midland, MI, USA).

Latest generation MEAs are equipped with an internal reference electrode used to
minimize the possibility of pollution that should be caused by the introduction of an ex-
ternal reference electrode. A glass ring is placed at the center of the devices, surrounding
the recording area, and it allows to contain the culture medium (see §1.4). In this way,
when placed in an incubator, the culture can survive for several weeks. There are various
factors which may contribute to the gradual decline in the health of the culture, e.g.
contamination by airborne pathogens or increase in the osmotic strength of the medium
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due to evaporation. For these reasons, we made use of flexible polydimethylsyloxane
(PDMS) lids in order to reduce the effects of these external factors (see Fig. 2.3) (Blau
et al., 2009). PDMS is a biocompatible and transparent polymer that can be moulded
and cured in a template (made of polytetrafluorethylene (PTFE/FEP) or poly(methyl
methacrylate) (PMMA)) to get a proper shape: the peculiarity of PDMS is that it
is permeable to gases (e.g. CO2, whose concentration at 5% is needed to maintain the
medium’s pH), but it greatly reduces evaporation, limiting the variation of the medium’s
osmolarity (Blau et al., 2009). Moreover, the PDMS lids prevent possible contamina-
tion by pathogens, thus allowing to record the same culture out of the incubator more
than once. Finally, they can also include biocompatible tubing for continuous medium
perfusion or an external Ag/AgCl reference electrode, preserving culture sterility.

2.2.2 The MCS MEA60 System

The Multi Channel Systems MEA60 set-up is made up of the following components,
usually contained within a Faraday cage in order to reduce electro-magnetic interferences
(see also Fig. 2.4):

Figure 2.4: Multi Channel Systems set-up

Multi Channel Systems set-up: (A) MEA1060 amplifier, (B) MCS Stimulus Generator,
(C) PCI-based acquisition card, (D) temperature controller.

• Amplifier: An amplifier stage for multi-electrode recording has to meet two main
requirements:

1. eliminating the cables connecting the electrodes and
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2. coping with the interference (cross-talk phenomenon) among channels.

The MEA1060 60-channel amplifier has a compact design (165 × 165 × 19 mm)
and, due to the surface-mounted technology (SMD) of pre- and filter-amplifiers,
the complete circuit and amplifier hardware was built into a single housing: this
ensures optimal signal-to- noise ratio of the recording, because no further cables
are necessary other than a single SCSI-type cable connecting the amplifier to the
data acquisition card. This results in an overall low noise level of the complete
amplifier chain (× 1200, 12-bit resolution, 10 Hz to 3 kHz) of ±3 µV , which is well
within the ±5 to 10 µV noise level of the MEA TiN electrode. Hence, the MEA
sensor is placed directly inside the amplifier and settled so as to fit the standard
microscopes.

• Temperature controller: The MCS temperature controller (TC02) uses a Pro-
portional Integrative Derivative (PID) based technology. The MEA temperature
can vary in the range from room temperature to +50oC. The set-point temperature
is reached within a range of 30 s to 5 minutes, depending on the recording system
configuration.

• PCI-based acquisition board: Standard PC technology is used as the backbone
of high-speed multi-channel data acquisition. The data acquisition card is based
on PCI-bus technology and allows the simultaneous sampling of up to 128 channels
at a sampling rate of 50 kHz per channel. It is possible to set the input voltage
range from ±400 mV to ±4 V in the data acquisition software and this allows
to use the full 12-bit resolution bandwidth for signals of any amplitude. Three
analog channels and a digital I/O port are accessible, allowing the simultaneous
acquisition of analog data, such as current traces from a patch clamp amplifier or
temperature together with the MEA electrode data. The digital I/O port features
trigger IN/trigger OUT functionality.

• Acquisition software: The MC Rack software allows to record simultaneously
the electrophysiological activity from the 60 electrodes of the MEA, and monitor
the raw data in a real-time mode. Different parameters can be extracted from
the data streams and the results can be plotted, saved, and exported to other
programs for further analysis.

• Stimulus generator: The MCS stimulus generator (STG2004) is a general-
purpose stimulator which generates pulses to be delivered to stimulating electrodes
(up to 4 for this model and up to 8 for upgraded models). Complex stimulus wave-
forms (both current and voltage) of arbitrary duration are designed by using the
provided MCS stimulus software and then stored in the stimulus generator con-
nected to the MEA. Stimuli are “tailored” by the user by specifying the desired
pulse waveform defining parameters into a worksheet. The pulse waveform is then
displayed and the stimulus protocol is downloaded to the stimulus generator via a
serial communication port. The stimulus generator operates in both voltage and
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current mode, and it is equipped with separate voltage and current outputs for
each channel.

In an improved version of the MEA60 System, up to four amplifers, each hosting an
MEA device, can be connected to the data acquisition card and 120 out of a potential
240 MEA electrodes can be monitored simultaneously. This allows the parallel record-
ing of more than one sample, particularly useful if one wants to compare the effects of
the same experimental protocol on different cultures at the same time. This scalable
MEA60 System has been designed by MCS to answer the ever-growing demand in ba-
sic research and pharmaceutical applications for automation of experimental and data
analysis procedures. In our lab at the Istituto Italiano di Tecnologia (IIT), we used an
MEA120 System to record up to two cultures of dissociated neurons at the same time
and double the number of monitored samples. More details on the complete MEA60
System are available in (Whitson et al., 2006) and references therein. Further technical
specifications and data sheets can be found on www.multichannelsystems.com.

2.2.3 Custom fittings for the MCS MEA60 System

Perfusion control system

The standard MEA electrophysiology set-up can be also combined with a perfusion sys-
tem. Generally, a continous flow of artificial CSF (ACSF), saturated with 95% O2 and
5%CO2, is necessary for maintaining acute slices functional during the MEA record-
ing, while a continous perfusion of nutrient medium is not strictly necessary for culture
maintenance during the experiment. Nevertheless, a perfusion control system, either
automated or manual, can be also used to perfuse cultures at extremely low rates (≈
100 µl/h) for very long-term recordings (on the order of days/weeks) to stabilize the
network’s activity (Eytan and Marom, 2006) or to deliver/wash-out drugs during phar-
macological tests.

Figure 2.5: Custom recording chamber for MEA recordings

Custom recording chamber for MEA recordings. (A) Image of the recording chamber,
highlighting the main features, and (B) image of the same chamber during normal

operation over an MEA1060 amplifier.
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Recording chamber

Within the incubator the temperature (37oC), the relative humidity (90-95%) and the
CO2 concentration (5%) are controlled so as to maintain the culture medium pH ≈ 7.4
and the osmolarity ≈ 230 mOsm. In fact, large variations in these parameters strongly
affect the network activity and, if permanent, can cause the culture death. Hence, the
optimal recording conditions would be provided by the incubation environment, but
actually it is not possible to store the MCS MEA1060 amplifier in a highly humidified
atmosphere, as that of the incubator. This is the reason why we designed and realized a
custom recording chamber, which, coupled to the use of a PDMS lid, allows the recording
of cultures in safe conditions. The custom chamber (shown in Fig. 2.5) consists of a
metallic box, sized 13× 13× 4 cm (W×L×H), heated on the topside through planar
high-power ceramic resistors (BI Technologies, www.bitechnologies.com, Fullerton,
CA, USA) and providing an inlet for a constant gas flow. In fact, the chamber is
connected through PTFE/FEP tubing (Legris, www.legris.com, Rennes, France) to a
gas cylinder containing a mix of 5% CO2 - 20% O2 - 75% N2, practically the composition
of air with 5% CO2: a constant slow flow of this gas mix into the metallic box covering
the MEA during the experiment has been demonstrated to prevent the medium’s pH to
drift towards more basic values (up to 9 – 10 pH units) (Brewer et al., 2009a; Brewer
et al., 2009b). Moreover, using this recording chamber, the MEA device containing the
culture is not only heated bottom up by the amplifier’s warming plate driven by the
MCS temperature controller, but also top down through the ceramic resistors heating
the metallic box. In fact, when supplied with a suitable voltage, they constantly heat the
conducting metallic surface of the chamber so as to provide a surrounding environment
for the MEA whose temperature (≈ 37oC) is homogeneous. This, together with the
PDMS lid and with the fact that the gas is made bubble in water before being fed into
the incubator, strongly reduces the evaporation and maintain the medium’s osmolarity
constant during the experiment. The recording chamber features a hole on the topside,
to let the observation of the culture either using a microscope or to the naked eye, and
a lateral hole, to let optional perfusion tubing in or out of the box. These holes are
hermetically sealed during normal operation, to limit leakage and keep the 5% CO2
concentration and temperature as constant as possible inside the chamber. (Pasquale,
2009)

2.3 The Neuro–robotic architecture

In biological systems, high level cognitive functions, like learning, memory and process-
ing of information emerge from the collective activity of large groups of neurons. These
functions are present in different organisms, regardless of their complexity and anatom-
ical structure. But wiring of the brain is also based on continuous interactions with the
surrounding environment. The induction of mechanisms of neural plasticity, particu-
larly in sensory-motor integration, is one of the primary processes bringing to network
modification and consequently to reaction to the external world. For their complexity,
biological structures cannot be fully translated into artificial systems. One of the most
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relevant aspects in neuro-robotics is the possibility to study how to ‘extract’ the essential
information embedded in a biological system, while maintaining a satisfactory level of
neuronal complexity capable to support simple behaviors. In order to ‘reproduce’ a neu-
ral substrate (i.e. capable of mimicking basic brain functions) for artificial applications,
hybrid model systems, where a set of living neurons are coupled with a robotic system,
have been a possible choice in the recent past (DeMarse et al., 2001; Martinoia et al.,
2004b; Mussa-Ivaldi et al., 2010). Such developed artificial systems were used to study
sensori-motor feedback loops and plastic modifications of the neuronal substrate with
respect to a supposed behavior (e.g., obstacle avoidance).

Figure 2.6: Block diagram of the neuro-robotic architecture

Block diagram of the neuro-robotic architecture. From left to right: (i) the network
module, constituted by a network of living neurons coupled to a Micro Electrode

Array; (ii) a computer which hosts the developed software tool (i.e. HyBrain) which
manages the communication between the biological and the artificial part; (iii) the

robotic module composed by a robot, either real or virtual, with sensors and actuators
navigating into a circular arena with obstacles.

The neuro-robotic architecture includes several different elements (Fig. 2.6):

1. A network module, constituted by a neuronal culture over a MEA (i.e. the ‘brain’
of the neuro-robotic loop);

2. A computer, equipped with a data acquisition board, which hosts the developed
software able to manage all the devices included in the architecture;

3. A stimulation unit, which is able to handle two different stimulation patterns.
The stimulation signals are programmed via software and they are defined by
their frequency, amplitude and stimulation site;

4. A robotic module, characterized by a small robot (either physical or virtual) with
sensors and wheels able to move inside a circular arena with obstacles;
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These different modules are synchronized and managed by a custom developed software
named HyBrain which runs in the Windows environment (Mulas et al., 2010). Through
this software, it is possible to control the parameters of the neuro-robotic experiments,
namely the coding, decoding and learning schemes and all the required data processing.
The network and robotic modules are described here. The interface block, designed
entirely in software, will be discussed in Chapter 3.

2.3.1 Network module

Neuronal preparation

Dissociated neuronal cultures were prepared from cortices of 18-day old embryonic rats
(pregnant female rats were obtained from Charles River Laboratories). Culture prepara-
tion was performed as previously described in 1.4.Recordings were performed on cultures
between 25 and 35 DIVs.

Microelectrode arrays

Microelectrode arrays(Multichannel Systems, MCS, Reutlingen, Germany) consist of 59
TiN/SiN planar round electrodes (30 m diameter; 200 m center-to-center interelectrode
distance) arranged in an 88 square grid excluding corners. One recording electrode is re-
placed by a larger ground electrode. Each electrode provides information on the activity
of the neural network in its immediate area. A microwire connects each microelectrode
of the MEA to a different channel of a dedicated amplifying system with a gain of 1100.
The amplified, analogic, 60-channel data is then conveyed to the data acquisition card
which samples them at 10 kHz per channel and converts them into digital, 12 bit data.

2.3.2 Robotic module

The robot, either virtual or physical, is basically a two-wheeled sensor platform: six
infrared sensors are mounted on the robot at different angles, providing information
about the distance of surrounding obstacles in different directions, whereas the speed
profile of each wheel determine the direction and velocity of the robot itself. For the
experiments in this thesis, the robot was tested using ‘Random-turn experiments’. The
specifics of these experiments are detailed in Chapter 4 (see §4.2.3). A typical experiment
with the virtual robot is shown in Fig. 2.7: the robot is shown moving in a 200 × 200
pixels arena, where dark green pixels represent arena walls, which serve as obstacles to
the robot. The light green pixels are free for the robot to move in. The robot (small
pink circle in the left side of the arena) is collecting information about its environment
through its six sensors: each black line departing from the robot represents the line of
sight of a different sensor; their angles are fixed with respect to the robot heading (in
this case, 30o, 45o and 90o on both sides of the robot direction), while the length of
each line is equal to the distance from the robot center to the closest wall in the sensor
direction. This distance defines the reading of the sensor: the output is 0 if the robot is
in direct contact with a wall, 1 if the closest wall is at the maximum distance possible.
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The three sensor readings on each side are averaged to provide the neuronal network
with a single value per side.

Figure 2.7: The robotic module

The robotic module: the simulated robot (pink circle) with its sensors (black lines
departing from the robot) within the virtual arena. The red line represents the

trajectory followed by the robot.

In the case shown in fig. 2.7, the robot is performing a random-turn experiment.
The speed of a wheel is inversely proportional to the average of the sensor readings on
the same side, thus the robot turns away from close obstacles. The task shown above
is achieved trough a simple algorithm devised by Braitenberg (Braitenberg, 1984): in
this application neither information is lost nor is there any significant delay between
sensor data collection and motor command execution. Obtaining a behavior as close
as possible to this one is the goal of the coding-decoding-learning process implemented
here. During experiments, collisions with walls are unavoidable: following such an event,
the robot moves back to a previous position in its path, at a fixed distance from the
obstacle location.
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Chapter 3

Online coding and decoding schemes

3.1 Introduction

This chapter describes in detail, the interface block in the neuro-robotic architecture (see
fig. 2.6). As mentioned before, the interface block was designed completely in software.
A custom software, named HyBrain was designed at IIT Genova in C#. A quick review
of the signal features (namely, spikes and bursts) used to design the coding and decoding
schemes have been included here. The coding and decoding schemes, both the old and
the one proposed as part of thesis has been discussed. In addition, a simplified offline
version of HyBrain, designed during the course of this thesis has been briefly introduced.

3.2 Spikes

The action potential in a neuron, also called “nerve impulse” or “spike”, is a dramatic
redistribution of electrical charge across the membrane. Action potentials result from
the presence in a cell’s membrane of special types of voltage-gated ion channels. A
voltage-gated ion channel is a cluster of proteins embedded in the membrane that has
three key properties:

1. It is capable of assuming more than one conformation.

2. At least one of the conformations creates a channel through the membrane that is
permeable to specific types of ions.

3. The transition between conformations is influenced by the membrane potential.

Thus, a voltage-gated ion channel tends to be open for some values of the mem-
brane potential, and closed for others. In most cases, however, the relationship between
membrane potential and channel state is probabilistic and involves a time delay. Ions
channels switch between conformations at unpredictable times: The membrane poten-
tial determines the rate of transitions and the probability per unit time of each type of
transition.
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The most intensively studied type of voltage-dependent ion channels comprises the
sodium channels involved in fast nerve conduction. These are sometimes known as
Hodgkin-Huxley sodium channels because they were first characterized by Alan Hodgkin
and Andrew Huxley in their Nobel Prize-winning studies of the biophysics of the action
potential. For a detailed explanation of the biophysics of action potential, see §1.2 and
Fig. 3.1.

Figure 3.1: Various phases as the action potential passes a point on a cell membrane.

Currents produced by the opening of voltage-gated channels in the course of an
action potential are typically significantly larger than the initial stimulating current.
Thus, the amplitude, duration, and shape of the action potential are determined largely
by the properties of the excitable membrane and not the amplitude or duration of the
stimulus. This all-or-nothing property of the action potential sets it apart from graded
potentials such as receptor potentials, electrotonic potentials, and synaptic potentials,
which scale with the magnitude of the stimulus. A variety of action potential types
exist in many cell types and cell compartments as determined by the types of voltage-
gated channels, leak channels, channel distributions, ionic concentrations, membrane
capacitance, temperature, and other factors.

3.2.1 Spike detection

The electrophysiological signals acquired from MEA electrodes must be preprocessed
in order to remove the stimulus artifact and to isolate spikes from noise. The spike
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detection algorithm uses a differential peak-to-peak threshold to follow the variability
of the signal and a set of controls are made in order to make the algorithm as reliable
as possible(Maccione et al., 2009). The threshold is proportional to the noise standard
deviation (SD) and is calculated separately for each individual channel (typically as 6
or 7 times SD) before the beginning of the actual experiment.

3.3 Bursts

Bursting is an extremely diverse[1] general phenomenon of the activation patterns of
neurons in the central nervous system and spinal cord where periods of rapid spiking
are followed by quiescent, silent, periods. Bursting is thought to be important in the
operation of robust central pattern generators, the transmission of neural codes, and
some neuropathologies such as epilepsy. The study of bursting both directly and in how
it takes part in other neural phenomena has been very popular since the beginnings of
cellular neuroscience and is closely tied to the fields of neural synchronization, neural
coding, plasticity, and attention.

A burst can be thought of as a dynamic state where a neuron repeatedly fires dis-
crete groups or bursts of spikes. Each such burst is followed by a period of quiescence
before the next burst occurs. Bursting neurons are important for motor pattern genera-
tion and synchronization. Almost every neuron can burst if stimulated or manipulated
pharmacologically. Many burst autonomously due to the interplay of fast ionic currents
responsible for spiking activity and slower currents that modulate the activity.

Figure 3.2: A bursting neuron (www.scholarpedia.org/article/Bursting).

3.3.1 Bursts as a unit of neuronal information

There are many hypotheses on the importance of bursting activity in neural computa-
tion.

• Bursts are more reliable than single spikes in evoking responses in postsynaptic
cells. Indeed, excitatory post-synaptic potentials (EPSP) from each spike in a
burst add up and may result in a superthreshold EPSP.

• Bursts overcome synaptic transmission failure. Indeed, postsynaptic responses to
a single presynaptic spike may fail (release does not occur), however in response
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to a bombardment of spikes, i.e., a burst, synaptic release is more likely (Lisman,
1997).

• Bursts facilitate transmitter release whereas single spikes do not (Lisman, 1997).
Indeed, a synapse with strong short-term facilitation would be insensitive to single
spikes or even short bursts, but not to longer bursts. Each spike in the longer
burst facilitates the synapse so the effect of the last few spikes may be quite
strong. Bursts evoke long-term potentiation and hence affect synaptic plasticity
much greater than, or in a fashion much different from single spikes (Lisman, 1997).

• Bursts have higher signal-to-noise ratio than single spikes (Sherman, 2001). In-
deed, burst threshold is higher than spike threshold, i.e., generation of bursts
requires stronger inputs.

• Bursts can be used for selective communication if the postsynaptic cells have sub-
threshold oscillations of membrane potential. Such cells are sensitive to the fre-
quency content of the input. Some bursts resonate with oscillations and elicit a
response, others do not, depending on the interburst frequency (Izhikevich et al.,
2003). Bursts can resonate with short-term synaptic plasticity making a synapse
a band-pass filter (Izhikevich et al., 2003).

• Bursts encode different features of sensory input than single spikes (Gabbiani et al.,
1996; Oswald et al., 2004). For example, neurons in the electrosensory lateral-
line lobe (ELL) of weakly electric fish fire network induced-bursts in response to
communication signals and single spikes in response to prey signals (Doiron et al.,
2003). In the thalamus of the visual system bursts from pyramidal neurons encode
stimuli that inhibit the neuron for a period of time and then rapidly excite the
neuron (Lesica and Stanley, 2004). Natural scenes are often composed of such
events.

• Bursts have more informational content than single spikes when analyzed as uni-
tary events (Reinagel et al., 1999). This information may be encoded into the
burst duration or in the fine temporal structure of inter-spike intervals within a
burst.

In summary, burst input is more likely to have a stronger impact on the postsynaptic
cell than single spike input, so some believe that bursts are all-or-none events, whereas
single spikes may be noise! We were motivated by studies that argue that at a different
level of analysis, information is spread out in the collective dynamics, the so-called
“bursting” behavior (Gross, 1994; Tam, 2002; Tam and Gross, 1994). Accordingly, a
simple algorithm for burst detection in real-time, for single channel spike trains has been
developed.

3.3.2 Burst-detection

The detection of bursts in single channel spike trains hinges on a mathematically precise
definition of the term “Burst”. A theoretical definition of a spike burst was used as
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proposed in (Chiappalone et al., 2005). Let ST (t) be the spike train recorded from a
single electrode (Perkel, 1967; Tam, 2002; Tam and Gross, 1994).

ST (t) =
N∑
n=1

δ(t− tn), (3.1)

where N is the total number of spikes, tn is the occurrence time of the nth spike and δ(t)
is a delta function denoting the occurrence of a spike at time t = tn. The ISI is defined
as the time interval between two consecutive spikes in the spike train.

ISIn = tn − tn−1 (3.2)

We can now define bursts as sequences of densely packed spikes with a duration equal
to the sum of the ISI within the burst and separated by an interval, called Inter-Burst
Interval (IBI), that is relatively long compared to the burst duration (Tam, 2002). In
this way, the burst train BT (t) with a total number of M bursts, can be described as

BT (t) =
M∑
m=1

(
AmΠ

(
t− tm
τm

))
(3.3)

where tm denotes the starting time of the mth burst in the BT (t), Π(t/τ) is the
rectangular function denoting the occurrence of a burst at time t = tm and lasting for
time τ and Am is the burst amplitude. The generic burst amplitude Ai can be calculated
as

Ai =
1

τi

∫
τi

Nτi∑
n=1

δ(t− tn)dt =
Nτi

τi
(3.4)

where τi is the burst time duration, Nτi is the number of spikes within that burst.
It follows that the amplitude of a burst is given by the spike rate inside the burst, or
equivalently, by two specific parameters such as the number of spikes per burst and the
burst duration.

For burst detection, the spike train is analyzed in real time. Two thresholds were
fixed: the first one is based on the statistical distribution of the spike train and is defined
as the maximum ISI for spikes within a burst; the second one is defined as the minimum
number of consecutive spikes belonging to a burst. The values of 100 ms and 5 spikes for
maxISI and minSpikes respectively, were set after a series of comparisons between the
results of the automated burst detection and the visual inspection of three experimenters
(data not shown). Even if 100 ms can appear a high value, it has been shown to give
better performance results, since each burst, especially in the early developmental stages,
presents a long tail with lower frequency components, which must be included as part
of the burst itself.

In summary, spike bursts are defined as sequences of spikes with each ISI smaller
than the maxISI, and containing at least a number of spikes equal to minSpikes. Spike
bursts are represented as rectangular functions from the first up to the last spike in the
bursts, and with amplitude equal to the spike rate within the burst, as defined by 3.3
and 3.4
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To implement this in real time, a counter initialized to 1 was maintained. Whenever
a spike appeared in the train with an ISI ≤ maxISI, the counter was incremented.
Alongside, both these spikes were removed from the main train, to a temporary location.
If the immediately succeeding spike also confirmed to the ISI ≤ maxISI criterion, the
count was incremented while also transferring that new spike to the temporary location.
Else, the existing contents of the temporary variable was re-populated in place into
the spike train. However, if at some time, the count ≥ minSpikes, then a burst was
registered, with a burst time equal to the time stamp of the first spike in the burst
train. After a burst has been detected, the removed spikes are never re-populated into
the main spike train, but are cleared at the earliest possible time. This algorithm has
been represented as a flow chart in Fig. 3.3.

Figure 3.3: Flow chart of the real-time burst detection algorithm. B here represents a binary
burst flag. The green/red connectors from a decision block correspond to the
YES/NO conditions respectively.[modify slighly to show n incrementing]

3.3.3 A test bed for the real time burst detection algorithm

It was important to test the implementation of the burst detection algorithm, and the
consequential segregation of the spike train into two entities: spikes outside of bursts
and bursts themselves, before integrating it into the modular framework of the custom
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designed interfacing software module, HyBrain. To this end, we developed a simple
offline variant of Hybrain that could stream data from raw data recordings, instead of
relying on data recorded from neuronal cultures and sampled by an acquisition card.
In effect, the stream would simulate the data acquisition card that samples neuronal
recordings at the rate of 10,000 samples/sec. The burst detection and spike train seg-
regation strategies could be thoroughly tested and debugged on this test bed, without
having to use cell cultures or the acquisition hardware. Moreover, the data processing
and code optimization could be performed without the stiff timing constraints imposed
by a real time implementation. This offline simplified variant was also integrated into
the modular framework of the software. A screenshot of the offline variant has been
included in Fig. 3.4.

Figure 3.4: A screenshot of the offline variant of HyBrain.

3.4 Coding of sensory information

Sensory information coming from the external environment consists of a wide range of
stimuli. According to the modern studies of Weber and Fechner on sensations psy-
chophysics, sensory systems are able to extract four different attributes from stimuli:
modality (or quality), intensity, duration and position (Kandel et al., 2000). Despite
differences among them, all sensory systems share the first step, that is accomplished
by specialized nervous cells, the sensory receptors: it consists in translating physical
quantities (mechanical, thermal, chemical or electromagnetic energy) to which they are
sensitive into a common language. Since it is known that neurons exchange information
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in the form of trains of action potentials, analog, time-varying signals have to be en-
coded in binary signals, in order to be ‘understood’ by brain cells involved in memory, or
decision or action. Receptor neurons converge on second order sensory neurons, located
in the central nervous system. Each sensory neuron has a receptive field, composed by
the receptive space from which it collects sensory information. The neuron retransmits
sensory information to higher order neurons, according to a hierarchical structure. In
our interface, sensory information has to be encoded into a spatio-temporal pattern of
stimuli. This process is achieved by the coding block. The coding schemes we adopted
were suggested by the principles described above. The coding block represents a sen-
sory neuron, whose firing rate depends on the sensory signals it receives from the robot
and affects the intensity of the feedback that reaches the neural preparation. The first
step is to obtain the stimulation rate. Afterward a pulse train has to be generated
that triggers the electrical stimulator. We assumed that each ‘sensory neuron’ of the
preparation responds only to signals coming from some of the infra-red sensors, i.e. to
visual stimuli affecting a limited portion of the visual field. This area can be considered
as the ‘receptive field’ of the neuron. In our closed-loop experiments we decided to use
only two stimulation sites (i.e. left and right input). Each of them should respectively
be activated if the robot is approaching/hitting an obstacle by its left/right side. It is
a simplified version of the most general case, in which left and right sensor activity is
defined as a weighted average of, respectively, activity of left and right sensors (Cozzi,
2005). The time-varying activity of the simulated receptive fields was used to modulate
the instantaneous rate of stimulation. We decided to apply a very simple neural code,
i.e. a linear relationship between the overall input to the sensory neuron, computed
as the weighted sum of its single inputs and its output firing rate, coinciding with the
stimulation rate of the biological neurons:

si,t = (sMAX
i − smini )ri,t + smini (3.5)

where subscript i denotes wheel side, si,t is the stimulation rate of the ith input area,
and ri,t, the sensor reading averaged over the sensors on the ith side of the robot, at
time sample t, whereas sMAX

i and smini are user-set parameters fixing the maximum and
minimum stimulation rate.

3.5 Decoding of motor information

3.5.1 Existing scheme

The existing neuro-robotic closed loop system, developed at the Istituto Italiano di
Tecnologia, Genova, is based on a simple frequency rate based algorithm (Adrian, 1928;
Rieke et al., 1997). For this scheme, only a feature of the recorded signals is useful: the
frequency of spikes at each location. A group of electrodes (i.e., a sub-population of
neurons) on the MEA is selected and defined as the ‘output area’. The number of spikes
occurring over that area in a 0.1s window constitutes the basis for calculating the motor
signal for the corresponding wheel. A linear relation was implemented between wheel
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speed and motor signal: if no spikes are detected in a time window, the corresponding
wheel turns at a set minimum speed, increasing linearly with the number of detected
spikes, up to a defined maximum rate. Additionally low-pass filtering effect is added by
taking into account previous samples, in order to smooth robot movements. For each
wheel, the speed is therefore defined as:

ωi =


(fi,t + fi,t−1)

2fMAX
i

(ωMAX
i − ωmini ) + ωmini for fi < fMAX

i

ωMAX
i for fi ≥ fMAX

i

(3.6)

where subscript i denotes wheel side, ω is the wheel speed and fi,t is the averaged firing
rate over all the electrodes corresponding to the ith recording area at time sample t.
ωMAX , ωmin and fMAX are parameters set by the experimenter before the start of the
experiment.

3.5.2 Proposed scheme

The proposed decoding scheme aims at improving the existing one by two means.

1. Consider more signal features: in particular, detect and account for bursts in the
spike train

2. Introduce complexities in the functional form relating spikes/bursts to the wheel-
speeds

The scheme aims at using the real time burst detection strategy to divide the main
spike train into spikes outside of bursts and bursts themselves. The signature of a burst,
as mentioned earlier, will be the time stamp of the first spike in that burst. The spikes
outside of a burst and bursts themselves are then treated independent of each other; in
effect allowing them to bear information that is distinct from one another.

The existing linear relationship between the mean firing rate and the wheel speed
was replaced my a more intuitive non-linear map. Spikes (in terms of mean firing
rate computed by a 100 ms window) and bursts are considered to make incremental
contributions to the wheel speed in a reactive manner. An external agent (the robot in
our case), may generate its actions exclusively from the available sensory information,
or may use some kind of previous “experience” (Novellino et al., 2007). The former
type of agent is generally referred as “reactive”. Recall that the target robot behavior
in this project is that of a reactive exploring vehicle paradigm, a Braitenberg vehicle.
This contribution is programmed to die off at a decay rate fixed by the user.

This scheme was implemented in an iterative style, as follows. The burst contri-
bution, was initialized to zero, i.e. Bi,t

∣∣
t=0

= 0. For every 100 ms time window or
equivalently 1000 sample blocks, the following operations were performed in parallel

34



along each of the channels selected as the right or left motor areas.

fi,t = 0

nspikes[j] = 0

count nspikes[j] (3.7)

Bi,t+ = 1

where j is the set of channels (right or left), designated as the motor area, and nspikes[j]
keeps a count of the number of spikes in each data block of 1000 samples, corresponding
to the channels selected for the motor area. Bi,t keeps a count of the number of bursts
detected in the right or left motor areas within this datablock. At the end of each data
block, the data is passed onto another part of the software where it is translated to
wheelspeeds.

Compute the value of fi,t

f̄i,t = f̄i,t−1(1− ds) + min(fi,t, f
MAX
i )ds

Bi,t = Bi,t−1(1− db)
Di,t = f̄i,t∆ωs +Bi,t∆ωb (3.8)

ωi,t = Di,t(ω
MAX
i − ωmini )

with f̄i,t
∣∣
t=0

= 1

Following this procedure, the computation in 3.7 was repeated. As before, the sub-
script i denotes wheel side, ωi,t is the wheel speed and fi,t is the averaged (spatial) firing
rate over all the electrodes corresponding to the ith recording area at time sample t.
f̄i,t is the weighted average with the previous value f̄i,t−1 and the minimum of fi,t and
fMAX
i ; the weight being ds, the decay rate for the spike contribution. ωMAX , ωmin and
fMAX are parameters set before the start of the experiment.
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Chapter 4

Closed loop experiments, results
and conclusions

4.1 Introduction

In this chapter, we shall describe the experiment protocol that was followed to test the
effectiveness of including bursts in decoding electrophysiological data recorded from a
neuronal culture plated on a multi-electrode array. A technique to intelligently choose
input-output areas or the sensory-motor areas of the culture has also been detailed. The
results of the experiment and conclusions from them have also been included.

4.2 Experiment protocol

The typical experiment protocol followed consisted of a four-step procedure, each of
which are described in detail.

4.2.1 Monitoring of the spontaneous activity of the culture

Before the start of the experiment session, spontaneous activity of the network is sub-
ject to observation, in order to determine, by empirical observation, which electrodes
are the most likely candidate as ‘input’ sites (i.e. sites from which stimulation must
be delivered). Typical features to look for in this phase are an adequate mean firing
rate (i.e. number of spikes per second) and patterns of activity not synchronous with
other regions. We developed a code in Matlab, that sorts the electrodes by a measure
of their ‘connection strengths’ during spontaneous activity. To quantify the ‘connec-
tion strengths’, we computed the area under the ‘conditional firing probability’ of each
channel within a time window. The ‘conditional firing probability’ CFP (i, j)[τ ], may
be thought of as the probability of an action potential at electrode j at time t = tau,
given that one was detected at electrode i at t = 0, provided that τ belongs to the
time window considered. We used Matlab for the numerical computations. The best
candidates (usually a set of 8-10 strongest channels) are then selected for the second
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step of the experiment.

4.2.2 Test stimulus from a set of electrodes

This step is aimed at generating the map of the effective connection (i.e. connection
map) of the channels involved. It is this step that allows us to make an intelligent choice
of the input-output areas(Novellino et al., 2007). In order to obtain a reactive behavior,
we need the network to respond soon after the feedback stimulation, that is, we need
input-output pathways characterized by a relatively early (up to 50 ms) and sustained
response meaning a high strength in the functional connectivity (Shahaf and Marom,
2001). If the network reacts to the sensory feedback and the evoked electrophysiological
response is characterized by a relatively long activation phase (up to 200-300 ms), the
robot would not be able to react to the presence of an obstacle in 100 ms (i.e., the delay
among successive serial communications between the system and the robot). This is one
of the reasons why we need to accurately select the input-output pathways, beside the
fact that only low-frequency stimulation can be delivered for not fatiguing the culture
(Shahaf and Marom, 2001; Eytan et al., 2003).We need the stimulus-evoked response
to be fast, prolonged, reliable, and therefore effective for the entire duration of the
experiments.

As already said, the general aim is to have a robot that follows a specific task on
the basis of the stimulated electrophysiological activity shown by the neuronal culture.
To this end, it is a fundamental prerequisite to characterize the collective activity of
the network that will be connected to the robot (i.e., analysis of both spontaneous and
stimulus evoked neuronal activity). This characterization phase is necessary since the
unstructured nature of the culture does not allow us to a priori define the sensory and
motor areas that will be connected with the sensory and motor areas of the robot, as
it happens with portion of tissue with a well-defined sensorimotor architecture (Reger
et al., 2000; Karniel et al., 2005).

Thus, the goal of the characterization phase is to select those channels of the MEA
to be used as sensory inputs (i.e., connected to the robots sensors) and motor outputs
(i.e., connected to the robots wheels) of the biological network. To test the response to
stimulation from different sites in different areas of the neuronal network, trains of 50
electrical stimuli are delivered (1.5V peak to peak-extracellular stimulation, 500 s, and
duty cycle 50%). This procedure is repeated from at least 5 arbitrarily chosen micro-
electrodes (Wagenaar and Potter, 2004). The poststimulus time histogram-(PSTH) (i.e.,
the average number of spikes obtained in response to a stimulus, at different latencies) is
then used for quantifying the strength of connections between a specific stimulating sites
and all the other recording sites. It is the impulse response (in terms of instantaneous
firing rate) to a single test stimulus. A typical PSTH has been shown in fig. 4.1.

The algorithm for the selection of the output (motor) and input (sensory) sites
supplies the I/O pairs corresponding to maximum selectivity and it is based on network
effective functional interconnectivity. The ideal case is described in the following: given
two (or more) stimulating channels (e.g., S1 and S2) and two groups of recording sites
(e.g., R1 and R2), the strength of the connectivity S1-R1 and S2-R2 is “high” and
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Figure 4.1: A typical PSTH of evoked responses in a neuronal network. The solid filled
channel was the one used for stimulation.

simultaneously, the strength of the connectivity S1-R2, and S2-R1 is “low” (i.e., good
selectivity in input-output pairs). The described scheme guarantees to a certain degree,
that the responses in the two (groups of) recording sites are different on the basis of the
stimulating electrodes. Of course the above is an ideal situation and, since the mean
connectivity of the network is high, also due to the high density of plated cells, it is hard
to get highly specific responses in the input-output pathways.

The methodology that we used to make a selection of the pathways is the “selectiv-
ity map” or “connectivity map” (see fig. 4.2). Each dot represents the PSTH area at
a specific recording site given that there was a stimulation from a couple of stimulating
sites. All the possible input-output combinations are explored and only the pathways
producing responses lying more distant from the diagonal (i.e., closer to the axis) are
selected. Those specific pathways (of sensory-motor activations) can be then conve-
niently utilized for driving the robot and for implementing simple reactive behaviors
(e.g. obstacle avoidance).

4.2.3 Random- turn experiments

The next step involved running a set of four 20-minute long “Random-turn experiments”.
A “Random-turn experiment” involved three arenas: one with a straight path, another
with with a right turn, and the last one with a left turn. The turns are smooth and
resemble a section of a two dimensional annulus. Each arena has only the ends of the
annular segment as the exit points. The walls serve as the only obstacles that the robot
sees (see fig. 4.3). The robot is initially positioned at the center of one of the exits of
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Figure 4.2: A typical connectivity map. It represents a plot of the PSTH areas evoked by a
couple of stimulating electrodes on a specific electrode.

the arena. It is expected to navigate out of the arena through the opposite exit, for the
run to be counted as a ‘successful’ one. As soon as the robot exits through one of the
two open ends, it is presented with a new arena. The choice of arena is randomly made
from the above mentioned set of three possible arenas.

(a) Straight path (b) Right turn (c) Left turn

Figure 4.3: Arenas of the random turn experiments. The pink circle is the virtual robot.
The six lines around the robot is a visualization of the distance to the wall (the
obstacle) as measured from the six sensors on the robot.

Each of the four robot runs performed had a different increment in wheel speed due
to the presence of spikes or bursts. The first run depended solely on spikes and ignored
bursts. The second and third runs had both spikes and bursts influencing the wheel
speeds; but one being more dominant than the other in each of these cases respectively.
The final run had both spikes and bursts exerting equal influence in robot wheel speed
increments.
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4.2.4 Spontaneous activity and connection map

We finished by monitoring the spontaneous activity of the culture once again for a 10
min period. A connection map was also generated by stimulating the same electrodes as
in §4.2.2. The idea was to gather data in order to monitor changes in activity patterns or
connection strengths between channel pairs as a result of the robot runs that the culture
was exposed to. The analysis itself was however beyond the scope of this particular
thesis work.

4.3 Indicators of robot performance

Before we present the results, we define the framework within which the results were
evaluated. The two parameters that we selected to evaluate the performance of the
neurorobotic system were

(i) Rate of successful trials (see §4.2.3 for the definition of a ‘successful’ robot run)

(ii) Time required for robot exit

The tools for the offline data processing aimed at the analysis of the behavior of the
neurorobotic system were developed using Matlab.

4.4 Results

Fig. 4.4 shows the success rates of the robot runs averaged over all experiments con-
ducted. A total of ten experiments were considered in the evaluation of these results.
The x-axis represents the four different robot runs. The ‘H’ in the x-axis label stands
for ‘high’, and corresponds to an increment in wheel speed, ∆ω of 0.1. The ‘L1’ stands
for ‘Low-1’ and corresponds to a ∆ω of 0, while ‘L2’ or ‘Low-2’ corresponds to a ∆ω of
0.05. The ‘S’ and ‘B’ in the labels stand for ‘spikes’ and ‘bursts’ respectively. Therefore
the labels corresponding to each of the four sets of robot runs may be summarized as
follows.

(i) HSL1B: ∆ωs = 0.1 and ∆ωb = 0

(ii) HSL2B: ∆ωs = 0.1 and ∆ωb = 0.05

(iii) L2SHB: ∆ωs = 0.05 and ∆ωb = 0.1

(iv) L2SL2B: ∆ωs = 0.05 and ∆ωb = 0.05

The decay rates of both the spikes and bursts were fixed at a constant value, for each
set of robot runs.

ds = db = 0.1

Fig. 4.6 shows the time taken for each trial to be completed.
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Figure 4.4: Plot of the success rates of the robot. The x-axis represents the four sets of robot
runs.

4.5 Discussion

From the plots of chosen indicators of robot performance, it appears that the modified
decoding scheme has no significant impact on the performance of the robot. The median
success rate in all cases lies very close to 0.5. However, cases HSL2B and L2SHB, seem
interesting. Recall that these cases correspond to high and low contributions from
spikes and bursts respectively, in case: HSL2B and exactly the opposite in case:L2SHB.
From the figure of success rate, fig. 4.5, it seems that letting bursts contribute more,
was improving the success rates. Observing these cases in fig. 4.7 also suggests that
letting the bursts contribute more was slightly adding to the mean robot speeds. A
combination of greater robot speeds and higher success rates could only imply added
navigation capabilities. However, it is not clear why the success rates of case: HSL1B,
where the contribution to wheel speeds was entirely from spikes and not at all from
bursts, is not achieved by another cases.

There are many possible explanations for the observations made from these exper-
iments, each of which needs careful re-evaluation. We shall state them in the form of
open questions.

i. Was the design of the experiment insufficient to manifest the differences in the signal
features as captures by the decoding scheme?

ii. Were the parameters used for in the decoding scheme (decay rates as well as con-
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Figure 4.5: Boxplot of the success rates of the robot. The x-axis represents the four sets of
robot runs.

tributions to wheel speeds) optimal? Would tuning them lead to better results?

iii. Was the choice of motor areas sufficient to gather information about the bursts from
the neuronal network? This particular question was motivated by the fact that the
motor areas for our experiments, were chosen only on the basis of post stimulus
spiking response. While quantifying the parameters that characterized the culture,
(namely, ‘connectivity’ and ‘selectivity’), the bursting behavior was not accounted
for. It was an unstated assumption that greater the spiking activity implied greater
bursting activity. However, preliminary data analysis, we performed on the post
stimulus network behavior for some of the cultures, seem to refute this assumption.
The fig. 4.8 shows the mean of the burst counts in each of the channels, during
4.5 seconds, following each of the 30 stimulations presented at the selected input
sites for that particular culture. The red stars in some of the channels mark those
that were selected for the motor areas. The top and bottom sub-figures correspond
to stimulation presented at the left and right input sites respectively. A similar
observation was also made for the spike counts following stimulation. The resulting
bar graph has been plotted in fig. 4.9. As can be observed, the while the peak of the
evoked spike count corresponds to channel 39 for stimulation at both left and right
input areas, the peak for the burst activity was channel 52 and 49 for stimulation
presented at the left and right input areas respectively.
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Figure 4.6: Plot of the different times the robot took to exit the arena. Each color represents
a different robot run. The data of all experiments have been pooled together.
The x-axis represents the four sets of robot runs.

4.6 Conclusions and future directions

The aim of the thesis i.e. to develop a software framework to consider an additional
signal feature and use it in a new decoding scheme, was achieved. The new scheme was
tested using closed loop neuro-robotic experiments. Basic data analysis of the results
obtained has been presented.

The implemented framework could serve as a basis for a more refined investigation
into both better decoding schemes as well better understanding the role that bursting
behavior plays. It was observed during the course of experiments that bursting behavior
in hippocampal cultures differed from that of cortical cultures. Differences in perfor-
mance of the robot (with the augmented scheme) between cortical and hippocampal
cultures need to be evaluated more closely. The differences in robot performance be-
tween confined and random cultures could also be an interesting point to be investigated.
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Figure 4.7: Plot of the different times the robot took to exit the arena. Each color represents
a different robot run. The data of all experiments have been pooled together.
The x-axis represents the four sets of robot runs.

Figure 4.8: Plot of the mean burst count in each channel following stimulation at the left
(top sub graph) and right (bottom subgraph) input areas.
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Figure 4.9: Plot of the mean spike count in each channel following stimulation at the left
(top sub graph) and right (bottom subgraph) input areas.
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