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Abstract

The thesis proposes a closed-loop control law of tumor growth with the aim
of tumor volume reduction by means of antiangiogenic administration. To cope
with discrete sampled measurements, the mathematical problem is restated by
means of time-varying delays on the measurements. A tumor growth model
accounting for angiogenic stimulation and inhibition is considered. A control
law, based on output feedback linearization is formulated and discussed: the
control law is made of an observer-controller cascade, where the observer is
a high gain observer of the chain type, and the controller is the classic state
linearizing scheme. It has been shown in the literature that under suitable
conditions on the system, the observer is globally exponentially convergent,
additionally replacing the true state with the observer one in the control law
leads to an exponentially stabilizing feedback scheme. Di�erent simulations for
various values of the delay were done, additionally, di�erent input functions
were considered including continuous and discrete. Simulation results show
a noticeable robustness against a wide range of the initial state estimate for
di�erent values of the delay.
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Chapter 1

Introduction

Tumor, also known as a neoplasm, is an abnormal mass of tissue which may be
solid or �uid-�lled. A tumor does not mean cancer, tumors can be benign (not
cancerous), premalignant (precancerous), or malignant (cancerous). There are
many di�erent types of tumors and a variety of names for them, their names
usually re�ect their shape and the kind of tissue they appear in. Put simply, a
tumor is a kind of lump or swelling, it does not necessarily pose a health threat.

For the fact that Tumor is usually can be dangerous even the benign type
(if they press on vital organs), searching and developing a therapy for it has
a great interest among the biology scientists. There are many treatment types
for tumors include surgery, chemotherapy, radiation therapy and other types of
treatment. The focus of this thesis is on the chemotherapy, specially The e�ects
of the angiogenic inhibitors endostatin, angiostatin, and TNP-470 on tumor
growth dynamics, these kind of therapies are called Anti-angiogenic therapies.

Anti-angiogenic therapies are relatively new cancer treatments [15] which
aim at inhibiting the development of the vascular network necessary to sup-
port tumor growth during the vascular phase, so providing a way to control
the heterogeneous and growth unconstrained tumor population throughout the
control of the homogeneous and growth-constrained population of endothelial
cells [16, 10].

Tumors have the capability to resist the conventional chemotherapeutic
drugs. Due to the indirect action of the anti-angiogenic drugs, the outcome
of the therapy should not be impaired by the capability of tumor cells to gener-
ate resistant phenotypic variants [21, 22]. Moreover, anti-angiogenic therapies
have limited side e�ects with respect to the conventional chemotherapies and ra-
diotherapies. Conventional chemotherapies may also have antiangiogenic e�ects
on the vascular network [23, 24, 1].

The main aim of the thesis work is to design a closed-loop control of the
tumor growth based on angiogenic inhibitors as input, In the case of the delayed
output. Further simulations and tests were carried out as well, these simulations
includes replacing the continuous input drug intake with discrete input in both
cases of delayed and continuous output measurements.
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The concept of the carrying capacity has been �rst introduced in [18], which
assume that the volume of the tumor is sustainable to the vasculature, hence
vascular control is playing a role in tumor growth. And since the carrying
capacity is highly dependent on the extension of the vasculature, its dynamics
can be assumed to represent the vascular network dynamics.

The model [18] is one of the �rst attempts to model, with a minimal number
of parameters, the interplay between the dynamics of the tumor volume and of
the carrying capacity, with or without administration of antiangiogenic drugs.
and since then it this model has been widely exploited in theoretical studies in
order to predict the e�ectiveness of new antiangiogenic therapies. Some model
modi�cations have been proposed after that for example, conditions for the
eradication of the tumor under a periodic antiangiogenic treatment are pro-
vided, while combining radiotherapy and antiangiogenic treatment problem is
formulated by exploiting a suitable modi�ed version of the original model [13].
Another extensions proposal was suggested, with the aim to describe the inter-
play between the tumor cells populations and endothelial cells and this time as
well in environment combining therapy of chemotherapeutic and antiangiogenic
drugs. Since the wok of the thesis is to design a closed-loop model-based feed-
back control law with a delayed output measurements, it was a must to review
the previous attempts for closed loop tumor control design, this has been done
in [12, 36], where robust control techniques were proposed by exploiting a Lin-
ear Quadratic controller and an H∞ methodology applied to the model after
linearization.

The model [18] will be exploited here, the goal of the control is to reduce
the tumor volume through a closed-loop, model-based approach, exploiting as
well the feedback linearization theory [19]. A similar approach has been car-
ried out before In [9], where tumor volume measurements were exploited, with
the carrying capacity was estimated by a state observer designed for nonlinear
system according to [8, 31], and the input was adjusted after a feedback from
the observed state. The closed-loop control law then was designed to achieve
an aimed low level of tumor volume. The realistic approach used in this thesis
is based on taking into account that the output measurements will not be al-
ways available but instead only at certain amounts of time taking into account
the cost and time required for such measures, for that reason State estimation
and control of nonlinear systems with measurement delays [7] will be exploited
here, a desired low level tumor volume similar to the level in case of continuous
measures is tracked.

the separability principle which allows to set independently the control and
the observer parameters, is proven in the used control scheme [9] thanks to
the tumor growth model special properties that guarantee the separability of
estimation and feedback control algorithms. Numerical simulations have been
carried out starting from running some tests used in [9] to check the robustness
of the system with additional test have been �rstly carried in this thesis, the
results have shown noticeable level of robustness against a wide range of the
initial state estimate and of the actual value of the carrying capacity.

The thesis has the following structure, After this introduction, The sec-
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ond chapter is devoted for a background on tumor therapy, in which there
are discussed the di�erent ways to �ght the tumor cells, with focusing on the
chemotherapy more speci�cally on antiangiogenic treatment. The �rst section
of this chapter is for discussing the development of the tumor under the angio-
genic signals, the second section is devoted for the derivation of the dynamical
system of the tumor growth which led to the mathematical model chosen for
designing the closed loop control law, and follows a section for studying the
treatment response. The third chapter is the place where the control design
of our system will be discussed, �rstly the control by means of antiangiogenic
drug administration, follows a discussion for the mathematical model used for
the control law, and the chapter ends by de�ning the control algorithm, The
fourth chapter is where the results are presented and discussed, �rst by de�ning
the the observer design and results in the continuous output measurements case
and after a more detailed overview on the observer design in the case of delayed
output, follows a presentation and discussion of the simulation results, non con-
tinuous input is discussed after this and the last chapter for the conclusion and
the future scope.
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Chapter 2

Tumor therapy

Since Cancer (malignant tumor) is one of the most leading causes of illness-
related death (Cancer is the second most common cause of death in the US)1,
It's major public health problem, furthermore there are many non deadly tu-
mors which could cause many bad e�ects. Therefore searching for therapy and
developing many treatments was the concern for many scienti�c entities, and
for various scienti�c �elds, including chemistry, biology, mathematics and en-
gineering. These many e�orts have ended with wide range of solutions for the
tumor disease, include surgery, radiation therapy, chemotherapy beside other
types of treatment. There are many modalities for cancer treatment, all sharing
the same main intent, which is to stop tumor cells proliferation or directly kill
the tumor cells. For that reason the kinetic understanding of tumor control
has been directed toward understanding the tumor cell proliferation and the
sensitivity analysis of those cells.

However, there are many factors determines a tumor population, like its mi-
cro environmental heterogeneity, genetic and evolving spectrum of tumor cell
behaviors ad expressions. This led to a raised concern about the real e�ect
of the current therapeutic attempts which are targeting an expanding array of
tumor expressions with customized molecular attacks towards largely tempo-
ral events. On the other hand tumor therapy types which are directed against
tumor vasculature do not exploit sensitivity characteristics of tumor cells, but
instead depending on suppression of tumor following inhibition of the associ-
ated vasculature [14, 16, 11, 21, 1]. By knowing how to control an exceptionally
diversi�ed, unconstrained and unstable tumor population through controlling
endothelial population which are constrained and relatively homogeneous. An-
tiangiogenic therapy lets us to neglect an immense array of temporal and spatial
details of tumor cell expression. As well, the strength of the angiogenic control
dynamics lies in governing means into how such therapy could be implemented
independently of the speci�c details of the tumor. For the mentioned reasons,
we will speak in details in the next section about the antiangiogenic therapy,

1Based on an online report for the year 2013.
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how the therapy is developed and how far it reached today, how important it is
in treating tumors in general, but �rst we will speak about what is angiogenic
signaling and how is the tumor developed under such signaling.

2.1 Tumor Development under Angiogenic Sig-

naling

Angiogenesis, is a biological process in which the recruitment of new blood
vessels happens. These vessels provide the principal route by which tumor cells
exit the primary tumor site and enter the circulation, angiogenesis is a complex
process that involves many stages, like activation, proliferation, and directing
endothelial cells to form new capillaries from existing blood vessels. This growth
of capillaries from the already existing vessels happens during the embryonic
development. Angiogenesis is a critical process for embryonic development and
its survival. As well it iss an important step in many pathologic processes,
specially in tumors. The cell signaling pathways involving in angiogenesis are
now a targets for medicine making with many current clinical trials.

Therapies that attack a tumor's blood supply are called antiangiogenesis.
Antiangiogenic agents target the blood supply to tumors, mainly by blocking
the process of angiogenic growth factors and their signaling pathways. Antian-
giogenic therapy, although they are more tolerated compared to other traditional
chemotherapy, mainly due to their selectivity in their cellular e�ects. Nonethe-
less, they are associated with various side e�ects that require control.

Since antianiogensis and chemotherapy do not target the same parts of the
body due to the �rst is more selective, both can be taken together in some
cases, chemotherapy drugs and antiangiogenic drugs do not work in the same
way, cause the tumors to shrink or even disappear, where the second may cause
tumor shrinkage, but sometimes they just stop tumor from growing anymore.

Although this may be helpful in some cases, but it is not easy to decide the
period of treatment to stop tumor from growing. Sometimes patients need to
spend very long times taking the drugs to reach to that stage. some studies have
shown that a certain antiangiogenic drug when used alone didn't help people
to live longer, where when the same drug used along chemotherapy it did help
people to live longer than the case when the chemotherapy was used alone. The
reason behind that may not be fully revealed, but there is the assumption that
this due to the ine�ectiveness of the chemotherapy drugs getting to the cells in
the middle of the tumor, and that by turn due to the unsuitability of the tumor
blood vessels when compared to the normal blood vessels and this assumption
give an answer why using chemotherapy and antiangiogenic drugs together is
more e�ective than using any of them alone, since maybe the antiangiogenic
drug somehow stabilize the tumor blood vessels for a certain period of time,
enabling the chemotherapy drug to reach more in the middle tumor cells and
be more e�ective.

The idea of antiangiogenic treatment was �rst proposed by Folkman [15].
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The idea was that by cutting o� blood supply, nutrients will not reach to the
tumor cells, then the tumor size will shrink or at least tumor will not grow
further. His e�orts have been awarded when bevacizumab, an antibody target-
ing vascular endothelial growth factor, was approved in 2004 as antiangiogenic
therapy for the colon cancer treatment. Since then a carious antiangiogenic
inhibitors, as monotherapy or in combination with additional chemotherapy
drugs, have been made and developed, tested, and approved for cancer treat-
ment. Although antiangiogenic was a big step in cancer treatment, there are
still many obstacles on the way of antiangiogenic therapy to became a cancer
therapy.

2.2 Dynamical system of tumor growth

The investigated model is nonlinear and represented by a system of ordinary
di�erential equations accounting for both angiogenic stimulation and inhibition
[18], the design of the model targeted the following key features:

• Being minimally parameterized.

• recognizing the distinct kinetics for angiogenic stimulation and inhibition.

• providing a time dependent carrying capacity under angiogenic control.

2.2.1 Model design

The model under investigation departs from earlier considerations of an e�ective
vascular support (carrying capacity), for the tumor to be time-dependent in
explicit way and under the control of distinct angiogenic signals for stimulation
and inhibition arising from the tumor. Other models [27, 29, 2] have structured
the potential dynamics of the tumor by explicitly merge a vascular dependence
to tumor growth.

However the model under investigation instead included a dynamic versus
a static support, by freeing support levels from a basic dependence on tumor
volume, to bring the theory more towards the applications of angiogenic therapy,
and by reducing number of parameters while still including unique terms for the
distinct actions of stimulation and inhibition.

Model curve Generation

The presented model used numerical integration to determine the values of the
model parameters, interval resolution of 0.00001 day was used to plot the curve
points. About 1,000,000 runs of Monte-Carlo algorithm in each instance were
used.
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Model Equations

Starting from the �generalized logistic� equation:

V̇ = PV (2.1)

Where

P = λ(1− (
V

Vmax
)α) (2.2)

Where V̇ is the rate of change in tumor mass, and P is a decreasing factor
of the tumor mass V, This relationship considers the phenomenology of tumor
growth slowdown to a hypothetical limit Vmax.

The more accurate details of the slowdown are added to the exponent α, for
small value of the exponent α we have the familiar Gompert formula:

P = −λα log(
V

Vmax
) (2.3)

The growth represented with Eqs. 2.1, 2.2 and 2.3 is closely describing the
tumor growth slowdown, this has been observed through research and experi-
ments for the past 100 years [32, 35].

Here we show the proposition that the Gompertzian growth may be un-
derstood in terms of a bidirectional control process where the tumor may cause
vascular growth or suppression, while in turn the vasculature control the growth
of the tumor through its usual nutritive function. It has been found that a vari-
ation from the Gompertz form that takes into account the above considerations
present form that best explains the data and moreover provides a form for an-
ticipating the e�ectiveness of antiangiogenic agents in tumor therapy.

Since tumor controls the level of the maximum carrying capacity Vmax it
is better to not consider it as �xed value, but instead replace it by a variable
carrying capacity K(t) where this variable depend on the rate change of K(K̇)
on K, V and t as follows:

V̇ = −λ1V log(
V

K
), K̇ = f(K,V, t) (2.4)

Where the variable carrying capacity K represents the e�ective vascular
support subject to the tumor and re�ected by the potential tumor size subjected
to it. This de�nition ignores the microcirculation and account only for the
e�ective tumor sustenance. It follow from the last equation that the value of
K equal that one of V when it is just adequate to support the tumor, greater
than V for growing tumor, and less than V for regressing tumor. to write
an explicit form for f(K,V,t), We need to account for the biological processes
controlling the e�ective vascular compartment size, which include stimulation
and inhibition signals from the tumor cells, intrinsic loss rate and inhibition due
to administered drugs.
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An explicit form for f(K,V,t) motivated with that e�ects can then be written
as:

f(K,V, t) = −λ2K + bS(V,K)− dI(V,K)− eKg(t) (2.5)

The �rst term stands for the functional vasculature spontaneous loss, the
second term represents the stimulation of the tumor caused by vasculature,
the third term is for the endogenous inhibition of previously generated vascu-
lature and the last term re�ects the tumor vasculature inhibition due to the
administered drug, considered to be proportional to K and depends on the con-
centration g(t), as usually done on chemotherapy models [33]. Under the usual
pharmacokinetic assumptions, the expression for g(t) is:

g(t) =

ˆ t

0

c(t′) exp(−clr(t− t′)) dt′ (2.6)

Here c(t ′) represents the concentration of the administered inhibitor and clr
for the clearance rate. After writing the form for g(t) in Eq. 2.5 we still need
forms for both S(V,K) and I(V,K). there are some arguments which lead to
some restrictions on these forms, these arguments include that tumor-derived
inhibitors act more systemically, on the other hand tumor-derived stimulators
act more locally to the tumor individual secreting sites.

After detailed derivation and explanation represented in [18], The �nal form
for the expression for K̇ in Eqs. 2.4 and 2.5 is:

K̇ = −λ2K + bV − dKV 2
3 − eKg(t) (2.7)

By writing this equation we complete the model, since Eqs. 2.4, 2.5, 2.6
and 2.7 represents the complete model formulation for control of tumor growth
under the actions of angiogenic stimulation and inhibition.

2.3 Treatment Response

The e�ects of the three angiogenic inhibitors endostatin, angiostatin, and TNP-
470 on the dynamics of the tumor growth were investigated experimentally and
theoretically. The analysis done in [18] propose a ranking of the relative ef-
fectiveness of the three inhibitors. Moreover the existence of limitation the
tumor size was revealed under the angiogenic control. The control of the three
inhibitors and their treatment data, showing the e�ects of systemic adminis-
tration of antiangiogenic agents on the growth the tumor through modulation
of stimulation and inhibition balance, will be discussed in this section. Three
main experiments have been done in [18], the �rst experiment was to test the
e�ectiveness of the three di�erent inhibitors relative to each other when they
are given as treatment with similar dose and on the same initial conditions.
Treatment regimens were 20 mg/kg/day for angiostatin, 20 and 4 mg/kg/day
for endostatin, and 30 mg/kg/q.o.d.2 for TNP-470. The measures for the tu-
mor size were on day 0, day 4, and every third after that. Control of the tumor

2The abbreviation q.o.d. means every second day.
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growth has been seen in the treatment regimens of 20 mg/kg/day of endostatin
or angiostatin. Combination of 20 mg/kg/day for each of endostatin and angio-
statin contrl the growth as well with better results. As well full regression were
observed after the treatment. On the other hand, 4 mg/kg/day of endostatin
or 30 mg/kg/q.o.d. did not control the tumor growth.

The observations of the results for endostatin 4 mg/kg/day and for the com-
bination of the angiostatin and endostatin each, support the assumption that
these agents act linearly and together have additive action on the vasculature.
The comparative speed of the vascular response versus the tumor response to the
inhibitors raises the question whether some of the potency of dosing is wasted
via unproductively oscillating the vasculature over the period of treatment. In
the second experiment, TNP-470 delivered at 30 mg/kg/q.o.d. was tested ver-
sus continuous delivery at the same integrated dose, it has been shown that in
the �rst case the tumor volume is predicted to be 1840 mm3at day 13 versus
1300 mm3in the second case. Detailed analysis and data are represented in [18]
here just the needed results for the thesis will be presented.

Additionally to the comparisons and quanti�cation of each inhibitors e�ec-
tiveness, the analysis done in [18] demonstrated a principle of tumor growth
control the qualitative features of which exceed the details of the treatment.
Tumor growth deceleration with size has been shown as predicted. This hap-
pen under su�cient treatment, and even naturally in some cases. Tumor size
converges to a limit point relative to the available vascular support. Where the
available vascular support is relevant to the �nal o�setting of vascular simula-
tion by a more rapidly increasing level of vascular inhibition coming from the
tumor. The administered angiogenic agents act on tumor to reach a lower �nal
point. Although the predicted naturally occurring tumor �nal size may be so
large to be compatible with the host viability, Antiangiogenic therapy provide
the probability of reducing the tumor �nal set point to a clinically tolerable
level. This tumor level is reached due to the balance happens between the stim-
ulator and the inhibitor, tumor in that state would be dormant yet vascularized.
simulations and graphs showing the tumor size behavior and conversion will be
presented in the fourth chapter of the thesis.

2.4 Postvascular Dormancy

Extrapolating both the TNP-470 (30 mg/kg/q.o.d.) treatment regimen as well
a theoretical angiostatin (14 mg/kg/day) regimen based on the data from the
angiostatin (20 mg/kg/day). After the treatment It has seen that a �xed �nal
tumor size is the expected results of the continuous treatment in each case,
where the in�uences of the stimulation agents as well as the inhibition ones
comes into balance. These �nal tumor size is not dependent on the initial size
on the start of the treatment. More speci�cally, there is a monotonic descent
or ascent to the same �nal tumor set point, or volume, approximately of 12300
mm3 whether the treatment started at a volume smaller, larger, or the same as
that value. The calculated angiostatin regimen (14 mg/kg/day) tend as well to
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approach a �xed �nal size (240) also independent from the initial volume.
The results show the tendency of tumors growth in each case to slowdown

with possible approach to a �nal tumor set point asymptotically. This may be
interpreted in terms of the net in�uence of the angiogenic agent upon the tumor
becoming more inhibitory over time, independently of the speci�c details of the
tumor cells. At the end, naturally occuring tumor set points mostly occur too
late in patients to prevents morality and morbidity, where the advantage of the
antiangiogenic therapy may appear in its ability to create set point at small or
even vanishing tumor sizes.

It has been developed a quantitative theory of the growth of the tumor
and its treatment response under angiogenic development and inhibitor control.
the developed theory is clinically implantable, o�ered a ranking of angiogenic
inhibitors and showed a trend to better treatment response for more continuous
dosing. The model discussed in this chapter will be the model to design the
feedback control in this thesis.
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Chapter 3

Closed-loop control of tumor

growth

The model considered here to design the control law is a tumor growth model
accounting for both angiogenic simulation and inhibition, the closed-loop control
law presented in [9] is here discussed, the aim of such control law is the reduction
of the the tumor volume by means of antiangiogenic administration. The classic
feedback linearization theory is used here, where the feedback is designed on the
basis of a state observer for nonlinear system. Thanks to the special properties of
the tumor growth model that guarantee the separability principle of the control
algorithms of the estimation and the feedback control, we can set independently
the control and the observer parameters. Results and sensitivity analysis will be
discussed as well, where the observer shows noticeable level of robustness with
a wide range of di�erent initial state estimations.

In this chapter, it is discussed the closed loop control design exploiting the
tumor growth model. The data of the tumor volume were assumed to be mea-
sured continuously, which is not applicable or practical due to the cost of the
measurements, the next chapter will discuss the case of the control design taking
into account that, the measurements are available only after certain period of
time.

3.1 Control by means of antiangiogenic adminis-

tration

Antiangiogenic therapy proposed �rst by Folkman [15], is a relatively new can-
cer treatment, supported after that by many �ndings on the main principles
regulating tumor angiogenesis [25], moreover it has been discussed in several
experimental and theoretical studies. Antiangiogenic therapy aim is the inhibi-
tion the development of the vascular network which is necessary in the vascular
phase to support the tumor growth, in this by turn provide a way to control
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the growth of the heterogeneous unconstrained tumor population through the
control of the homogeneous and constrained tumor population of the endothe-
lial cells [10]. Tumors have the ability to develop resistance to the classical
chemotherapy mainly due to the rapidity of tumor cells in developing new resis-
tant phenotypes. Since antiangiogenic drugs has an indirect action on the tumor
cells, the e�ectiveness of this therapy should not be impaired by the ability of
the tumor cells to develop resistant phenotypic variants, as the e�ectiveness of
the antiangiogenic treatment on the control of experimental tumors has been
demonstrated [22]. Additional advantage of the antiangiogenic therapy is that
it has limited side e�ects with respect to the conventional chemotherapy and
radiotherapy.

3.2 The tumor growth mathematical model

The mathematical model under investigation [18] and its derivation have been
presented in the second chapter of this thesis but, in this section, the model will
be written in simpler form as it is written in [9], the reason of this simpli�cation is
because the notations of the model will be used in the next section for presenting
the control algorithm and the theorem that the separability principle holds true
for the considered model.

The model is given by the following system of Ordinary Di�erential Equa-
tions

ẋ1 = −λx1 ln

(
x1

x2

)
(3.1)

ẋ2 = bx1 −
(
µ+ dx

2
3
1

)
x2 − cx2x3 (3.2)

where x1and x2denote the tumor volume and the carrying capacity of the
vasculature, respectively. λdenoting the tumor growth rate. In the second
equation the �rst term represents the stimulation capacity of the tumor upon
the inducible vasculature (bx1), the second term represents the spontaneous

loss (µx2)and the tumor-dependent endogenous inhibition (dx
2
3
1 x2)of the pre-

viously generated vasculature; where the third term represents the vasculature
inhibitory action preformed by drug administration (cx2x3)with x3represents
the serum level of the administrated inhibitor. µdenoting the spontaneous vas-
cular rate. According to [18], without loss of generality, µwill be set equal to
zero in the following.

Being the antiangiogenic drug not directly administered in vein, a further
compartment is considered to account for drug di�usion, as follows

x3(t) =

ˆ t

0

e−η(t−t′)u(t′)dt′ (3.3)

with u being the actual control law and η being the di�usion rate into serum.
The system represented by Eqs. (3.1), (3.2) and (3.3) can be written in the
following compact form
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
ẋ1 = −λx1 ln

(
x1

x2

)
ẋ2 = bx1 − dx

2/3
1 x2 − cx2x3

ẋ3 = −ηx3 + u

(3.4)

In the following, system (3.4) will be also referred to as

ẋ = f(x) + g(x)u (3.5)

with f : R3 7→ R3 and g : R3 7→ R3×1 de�ned by

f(x) =

[ −λx1 ln
(
x1

x2

)
bx1 − dx

2
3
1 x2 − cx2x3

−ηx3

]
g(x) =

[ 0
0
1

]
(3.6)

3.3 The control algorithm

The main goal of the control law is the designing of the feedback control input
that stabilize the closed loop system and to allow the tumor volume (x1) to
track a desired level. Such a feedback is synthesized by exploiting only the data
from the output (tumor volume), which is the available measurements from the
following model

y = h(x), h : R3 7→ R, h(x) = x1 (3.7)

Let r be the desired tumor volume to be tracked, smaller than the non-trivial
equilibrium state coming from the uncontrolled system

x1,ss = x2,ss = (b/d)
3
2 (3.8)

The control algorithm is synthesized by exploiting the feedback linearization
theory for the nonlinear system [19], where the feedback is synthesized by means
of a state observer [8, 31]. To do that, consider a domain D in R3, where x1 = 0
and x2 = 0 are excluded from D. Then, the single-input single-output system
has full relative degree in D, and the hypothesis for the feedback linearization
is satis�ed, ∀x ∈ D we have

Lgh(x) = LgLfh(x) = 0
LgL

2
fh(x) = −λcx1 6= 0

(3.9)

where Lkfh(x), k = 1, 2, .... denotes the Lie derivatives of order k of the

function h : R3 7→ R along the vector �eld f : R3 7→ R3.
In fact [19], the following nonlinear map Θ : R3 7→ R3

Θ(x) =

[ h(x)− r
Lfh(x)
L2
fh(x)

]
=

[ x1 − r
−λx1 ln(x1/x2)

Θ1(x)

]
(3.10)
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where

Θ1(x) = λ2x1(ln(
x1

x2
))2 + λ2x1 ln(

x1

x2
) + bλ

x2
1

x2
− λdx5/3

1 − λcx1x3 (3.11)

is a di�eomor�sm in D with a Jacobian given by

JΘ =
dΘ

dx
=

[
1 0 0

−λ(1 + ln(x1/x2)) λx1/x2 0
J1 J2 −λcx1

]
(3.12)

with

J1(x) = λ2(3 ln(
x1

x2
) + ln(

x1

x2
)2)− 5

3
λdx

2
3
1 + λ2 − λcx3 +

2λbx1

x2
(3.13)

J2(x) = −λ
2x1

x2
(2 ln(

x1

x2
) + 1)− λbx2

1

x2
2

(3.14)

Thus, z = Θ(x) is a state transformation and system (3.5) can be written in
z-coordinates as

ż = Abz +Bb[L
3
fh(Θ−1(z)) + LgL

2
fh(Θ−1(z))u(t)] (3.15)

with Ab and Bb are the brunowski matrices written as

Ab =

[
0 1 0
0 0 1
0 0 0

]
Bb =

[
0
0
1

]
(3.16)

and L3
fh(x) is the third order Lie derivative of the scalar function h.

Since LgL
2
fh(x) 6= 0, the following state feedback control law is well de�ned

u(t) =
−Kcz(t)− L3

fh(x(t))

LgL2
fh(x(t))

z = Θ(x) (3.17)

and let us to write the closed loop system in z-coordinates

ż = (Ab +BbKc)z (3.18)

The pair (Ab, Bb) is controllable, thus Kc can be designed such that the
closed loop matrix will be Hurwitz. This by turn ensures that z components
asymptotically converges to zero and thus will converge the �rst component
z1 = x1 − r, which ensure the convergence of the tumor volume x1 to the
desired level r.

The drawback of the represented control law is the required complete knowl-
edge of the state x(t); which is not possible in our particular case since the car-
rying capacity (x2) as well (x3) are not directly measurable. Therefore a state
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observer is must here to overcome this problem. The observer for nonlinear
systems [8, 31] are exploited here, the equation for such observer is

˙̂x = f(x̂) + g(x̂)u(t) + JΘ(x̂)−1Ko(y(t)− h(x̂)) (3.19)

with Ko ∈ R3×1is the desired observer gain, and J−1
Θ is the inverse of the

Jacobian matrix de�ned in [18], and whose existence is ensured in D due to the
full relative degree hypothesis, this implies that Θ is an observability map, and
system (3.5) is drift-observable.

By applying the state observer (3.19) to design the closed loop control, the
control input will be written as

û(t) =
Kcẑ(t)− L3

fh(x̂(t))

LgL2
fh(x̂(t))

ẑ = Θ(x̂) (3.20)

Although this control law is implementable by means of only measured state
variable, it would not ensure the separability principle and this for the reason
that such principle does not hold true for nonlinear systems, but some cases.
The following theorem [9] shows how to modify the control scheme to overcome
this drawback.

Theorem 3.1. Consider the control input

u(t) =
Kcẑ(t)− L3

fh(x̂(t))

H(y(t))
ẑ = Θ(x̂) (3.21)

with H(y) = −λcy and x̂(t)is provided by

˙̂x = f(x̂) + JΘ(x̂)−1BbH(y)u(t) + JΘ(x̂)−1Ko(y(t)− h(x̂)) (3.22)

provided that the following hypothesis holds true
H1) L3

fh(Θ−1(z)) is uniformly Lipschitz in Θ(D), that is, there exists γ1such
that ∀z, z̄ ∈ Θ(D)∥∥L3

fh(Θ−1(z))− L3
fh(Θ−1(z̄))

∥∥ ≤ γ1 ‖z − z̄‖ (3.23)

Then, it is possible to design the gain matrix Kc in (3.21) and the observer
gain Ko in (3.22) to ensure the asymptotic convergence of the observer indepen-
dently of the exponential convergence of x1(t) 7→ r.

The proof of the theorem is organized in two steps. The �rst step is to show
that it is possible to design the observer gain so that ensure the asymptotic
convergence of the observer error to zero; the second step is to show how to
design the control gain independently of the observer gain in order to ensure
the exponential convergence of the tumor volume to the desired level. The
detailed proof is presented in [9].
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Remark 3.2. In case that Θ−1 is Lipschitz in Θ(D), that is∥∥Θ−1(z)−Θ−1(z̄)
∥∥ ≤ γ2 ‖z − z̄‖ ∀z, z̄ ∈ Θ(D) (3.24)

then the observer error e(t) = x(t) − x̂(t) converges exponentially to zero,
since

‖e(t)‖ ≤ γ2 ‖ez(t)‖ 7→ 0 (3.25)

where ez(t) = z(t)− ẑ(t) represents the observer error in the z-coordinates.
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Chapter 4

State estimation of the tumor

system

In order to validate the algorithm, simulations are carried out setting the pa-
rameters of the model to the values estimated in [18]. As discussed in Chapter
2, these estimations were based on experimental data of Lewis lung carcinoma
implanted in C57BL/6 mice. The data referred to volume measurements of
both untreated control tumors as well treated control tumors under a regimen
with endostatin. Treatment lasts for 13 days. In �rst section of this chapter
continuous measurements simulation which have been performed in [9] will be
replicated, a similar results have been noticed even with di�erent control param-
eters. The produced �tting curves showed a �nal tumor volume approximately
135 mm3, the initial value of the carrying capacity has been set to 625 mm3.

4.1 Continuous output measurements simulations

The work started by replicating the model present in [9], all the performed
Simulations after setting the model parameters to the values estimated in [18]
and used in [9] and represented in table 1. Figs (4.1), (4.2), (4.3) and (4.4)
and table 2 (a, b and c) represent the replication of the �ndings of [9]. In the
following simulations, matrices Kc and Ko are designed in order to ensure the
eigenvalues of Ab − KoCb and Ab − BbKc to be equal to 0.5[−1,−2,−3] and
0.1[−1,−2,−3], respectively.

λ
day−1

b
day−1

d
day−1mm−2

µ
day−1

c
day−1(mg/kg)−1

η
day−1

0.192 5.85 0.00873 0 0.66 1.7

Table 4.1: Model parameters
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4.1.1 Simulation results

Figure 4.1: Growth of an untreated tumor and its vascular support, as �tted
to the control data, the tumor and vascular growth curves are both extended
to show the theoretical set point value reached, where the vascular support
(green) converges with the tumor burden (blue), as a balance between angiogenic
simulation and inhibition is approached

Figure 4.2: Graphical representation of the real tumor volume and real carrying
capacity under the action of the closed loop control law
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Figure 4.3: Graphical comparison of the real and estimated tumor volume under
the action of the closed loop control law

Figure 4.4: Graphical comparison of the real and estimated carrying capacity
under the action of the closed loop control law

Accounting for di�erent initial conditions of x2 and its estimated value, table
4.2 (a) and table 4.2 (b) report the values of x1 (13∆) and m (total amount
of administered drug per 13 days), respectively, and Table 4.2 (c) refers to the
maximum value (out of 13 average daily delivered amounts) of md daily amount
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of the administered drug. In each table the columns represent ∆x2(0)(%) ,
where rows represent ∆x̂2(0)(%) .

(a) Final value of tumor volume x1 (13∆), At the end of the treatment.

(b) Total amount of the administered anti-angiogenic drug.

(c) Maximum average daily amount of anti-angiogenic drug.

Table 4.2: Data for continuous measurements case
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4.2 Delayed output measurements simulations

This section deals with the problem of time-varying measurements delay of the
output feedback control of nonlinear systems. A control law from [7] will be
written and discussed in this section, that control law is made of an observer-
controller cascade, where the observer is a high gain observer of the chain type,
and the controller is the classic state linearizing scheme. It has been shown in
[7] that under suitable conditions on the system, the observer the observer is
globally exponentially convergent, additionally replacing the true state with the
observer one in the control law, leads to an exponentially stabilizing feedback
scheme. We will discuss as well the main limitation of the single observer which
is the existence of a bound for the delay, this bound depends on the nonlinear
system Lipschitz constant. the solution for this limitation will be discussed as
well, which is to resort to a chain of observers which will allow to compensate
any delay on the cost of more convergence time and growing realization space,
while in [7] known and constant delay is discussed as well time varying delay.
We will just focus on the known and constant case since this is the type of
observer required for thesis, the design of such observer in the case of constant
and known delay, speci�cally when the delay is not constant with respect to
time, as it happens frequently in the applications is straightforward, not like the
time-varying case which requires special attention. Therefore a classi�cation of
the delay functions with respect to the available output data will be discussed,
and the design of the cascade of the elementary observers will be presented to
solve the reconstruction problem. There is a class of delay function [7] for which
this approach is not implementable.

4.2.1 Overview

State estimation and control for nonlinear systems with delayed output mea-
surements is required in many areas of control systems. For that the state
reconstruction in the existence of delays in time in the system equations and in
the measurements is becoming more important issue every day. In this section
we will discuss the extension of the classical approach for systems without de-
lay, which based on state feedback and state estimation, to the delayed systems.
Since the delay function plays an important role here, we will discuss �rst in
the next subsection the classi�cation of the delayed functions from the state
reconstruction point of view, based on the work done in [7]. First work done
in this area, of state estimation of delayed systems, was the prediction of the
state evolution for stable linear systems with delays [5, 6, 34, 20, 28, 38]. With
respect to this problem, after the classi�cation, an observer of the high gain
type will be discussed, such observer guarantees exponential convergence of the
estimation error to zero in the existence of uniform bounded variable delays.

Many approaches for this issue have been done before,the problem common
to them is the existence of a bound on the delay, which by turn depends on how
system non linearity. This common problem is a big drawback, specially when
this bound is not known with precision. There is an idea of a cascade of two or
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more observers to achieve the state estimation convergence in the existence of
constant delays, this idea was �rst introduced in [17, 37, 26]. The function of
each observer in the chain is to predict the system state for a suitable portion
of he total time.

4.2.2 Classi�cation of the delay functions

Now the analysis of the delay functions from the available output information
point of view will be done, this analysis is based on the work done in [7]. The
systems under consideration have the following form

ẋ(t) = F (x(t), u(t)), t ≥ −∆ (4.1)

ȳ(t) = h(x(t− δ(t))), t ≥ 0 (4.2)

x(−∆) = x̄ ∈ Rn (4.3)

where x(t) ∈ Rn is the system state, u(t) ∈ Rp represents the input, and the
function F : Rn × Rp 7→ Rn is a�ne in the input, i.e.

F (x, u) = f(x) +G(x)u = f(x) +

p∑
k=1

gk(x)uk (4.4)

where f(x) and gk(x) are C∞ vector �elds, ȳ(t) ∈ R is for the measured output
available at time t, which is a delayed function of the state, δ(t) is a time
varying measurement delay. The function h : Rn → R is C∞. For simplicity a
scalar output is assumed, but the framework can be extended to vector output
functions with a certain delay on each component.

The problem for the system represented by Eqs. 4.1 and 4.2 is the reconstruc-
tion of the state at time t by using the knowledge of the input u(τ), τ ∈ [−∆, t],
and the output ȳ(τ), τ ∈ [0, t], moreover the stabilization of the simultaneous
system through a function of the reconstructed state.

Here y(t) = h(x(t)) represents the not delayed output, where ȳ(t) = y(t −
δ(t)). Here as well it is assumed that the delay is upper bounded by known
value, which mean that δ(t) ∈ [0, ∆] where ∆ is known. It is not needed to
assume the previous knowledge of the function δ(t), it is only assumed that
δ(t) is known at the same time t at which ȳ(t) is available. Therefore the new
information on the system at time t is the pair (ȳ(t), δ(t)). Additionally it is
needed to assume that δ(t) is continuous, although we need it to be piecewise
continuous for the existence and uniqueness of the solution of a state observer
in a di�erential form.

Note that when the function δ(t) is continuous and bounded the information
�ux will not be interrupted, in that at time t all the previous measurements to
y(t− δ(t)) are available.
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Proposition 4.1. If δ(t) ∈ [0,∆] is continuous, then at any time t > ∆ the
measurement y(t − σ) is available, if σ > δ(t). that is, there exists t∗ < t such
that ȳ(t∗) = y(t− σ).

This indicates that the measurements will be available at most after time
∆, and the information is never lost. Therefore, the continuous delay case is
not too di�erent from the continuous delay case. Speci�cally, any state observer
designed for the constant delay case can work with the continuous delay func-
tions by retarding the measurement ȳ(t) with a delay θ(t) = ∆− δ(t), obtaining
ȳ(t − θ(t)) = y(t −∆). Although this way is not always e�cient, but it shows
that continuous delays are not so di�erent from continuous ones in the sense
that the output information is completely available after a certain period of
time. This property can be formally characterized with the notion of lossless
delay functions (LDF).

De�nition 4.2. A delay function δ(t) is said to be LDF if ∀t > 0,∃t∗ ≥ t such
that ȳ(t∗) = y(t).

The LDF case implies that the output data can be fully reconstructed after
a certain time interval. In fact any continuous δ(t) is LDF, but not vice versa, in
that not all discontinuous delay functions cause information loss. As an example
for discontinuous LDF is the transmission delay over a network when there no
data packets are lost but the order of packets is not maintained.

Sampled measurements can be modeled by discontinuous delay functions as
originally suggested in [30]. The delay function used when the sampling interval
is T can be written as δ(t) = mod(t, T ).

In this case ȳ is de�ned for any t ≥ 0 by means of a piecewise constant func-
tion consisting of the last available measurements, so that δ(t) has a sawtooth
shape.It is clear that delay functions that model sampling are not LDF.

This idea can be extended to the case of missing output measurements.
Suppose that the measurements are available with a constant delay δ̄, and are
lost in interval [t1, t2], this can be modeled with a delay function δ(t) = δ̄ for
t /∈ [t1, t2) and δ(t) = t− t1 + δ̄ for t ∈ [t1, t2). It is evident that the di�culty of
estimating the state in the existence of non LDF delays depends on the frequency
and amplitude of the loss of the information.

4.2.3 Single step exponential observer

In this section we will discuss the single-step observer for the system represented
by Eqs. 4.1 and 4.2, as well the convergence results of the observer. It is crucial
in order to design a chain of observers that the estimation error of the single-
step observer is exponentially stable. Here it's presented a high-gain observer,
such an observer is based on the drift observability map and has been proposed
�rst in [4]. This observer is an exponentially convergent version of version of
the observer presented in [3].

We need now to recall the de�nition of the Lie derivative of a C∞ function
λ(x ) with respect to the C∞ vector �eld ϕ : Rn → Rn×p, Lϕλ(x) = dλ/dx.
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ϕ(x) is a function from from Rn to R. Where the symbol Lkϕλ(x) is the k- times
repeated iteration of Lϕλ(x ). For a C∞matrix function G : Rn → Rn×p, the
Lie derivative LGλ(x) =

[
Lg1λ(x).....Ln−1

f h(x)
]
is a function from Rn to Rp.

For system (4.4) the drift observability map z = Φ(x ) is de�ned as

z = Φ(x) =
[
h(x)Lfh(x).....Ln−1

f h(x)
]T

(4.5)

De�nition 4.3. The system (4.1) is said to be globally drift observable if the
function z = Φ(x) is a di�eomorphism in all Rn. While a system is said to be
globally uniformly Lipschitz drift observable which is abbreviated as (GULDO)
if it is globally drift observable and the maps Φ and Φ−1are uniformly Lipschitz.

When the system is globally drift observable, the map z = Φ(x) de�nes a
global change of coordinates, where the Jacobian

Q(x) =
dΦ(x)

dx
(4.6)

is nonsingular for all x ∈ Rn.

De�nition 4.4. The triple (f(x), G(x), h(x)) is said to have observation relative
degree r in a set Ω ⊆ Rn if

LGL
k
fh(x) = 0, k = 0, ...., r − 2 ∀x ∈ Ω (4.7)

LGL
r−1
f h(x) 6= 0, for somex ∈ Ω (4.8)

If Ω = Rn then the triple is said to have observation relative degree r.

If the system (4.1) is globally drift observable and the observation relative
degree in Rn is n, then the following function is well de�ned

p(z, u) = (Lnfh(x) + LGL
n−1
f h(x))u)x=Φ−1(z) (4.9)

and with similarities to the non delayed nonlinear case [31], the z-coordinates
representation is

ż(t) = Abz(t) +Bbp(z(t), u(t)), t ≥ −∆ (4.10)

ȳ(t) = Cbz(t− δ(t)) t ≥ 0 (4.11)

with z(−∆) = Φ(x̄).
To summarize, for the construction of the proposed observer, the following

hypothesis are needed.

• The nonlinear delay free system (f,G, h) is GULDO.
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• The function p(z, u) de�ned in (4.9) is globally uniformly Lipschitz in z,
additionally the the Lipschitz coe�cient γpis a non decreasing function of
‖u‖.

• The triple (f,G, h) has uniformly observation degree at least equal to n.

The observer proposed in [7] is, for t > 0,

˙̂x(t) = f(x̂(t)) +G(x̂(t))u(t) +Q−1(x̂(t))Kδ(t)[ȳ(t)− h(x̂(t− δ(t)))] (4.12)

where x̂(τ) = χ(τ), τ ∈ [−∆, 0], Kδ(t) = e−ηδ(t)Ko.
χ : [−∆, 0] → Rn is a vector continuous and bounded function to initiate

the observer. The vector Ko ∈ Rn and the constant η is a desired exponential
decay rate for the observation error .

4.2.4 Simulation results

The next step was to simulate the observer for the nonlinear system [7], in the
case that the output is not always available, or in other words when there is a
delay in the output measurements. Simulations and robustness analysis were
carried out for di�erent values of the delay (0.5, 1 and 1.5) days. Figs. (4.5),
(4.6), (4.7) and (4.8) and Tables. (4.3), (4.4) and (4.4) represent the results
for the delayed measured output equal to (0.5) day. Where Figs. (4.9), (4.10),
(4.11) and (4.12) and Tables. (4.6), (4.7) and (4.8) represent the results for the
delayed measured output equal to (1) day, and Figs. (4.13), (4.14), (4.15) and
(4.16) and Tables. (4.9), (4.10) and (4.11) represent the results for the delayed
measured output equal to (1.5) day. In the following Simulations, Matrices
Kc and Ko are designed in order to ensure the eigenvalues of Ab − KoCb and
Ab −BbKc to be equal to 0.4[−1,−2,−3] and 0.1[−1,−2,−3], respectively.
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Figure 4.5: Discontinuous delay function represent the delay of the measured
output (Delay=0.5 day)

Figure 4.6: Graphical comparison of the real and estimated tumor volume under
the action of the closed loop control law (in the case of delayed measure of
output=0.5 day)
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Figure 4.7: Graphical comparison of the real and estimated carrying capacity
under the action of the closed loop control law (in the case of delayed measure
of output=0.5 day)

Figure 4.8: Time behavior of the administered drug concentration(in the case
of delayed measure of output=0.5 day)
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Table 4.3: Final value of tumor volume x1 (13∆), At the end of the treatment(in
the case of delayed measure of output=0.5 day)

Table 4.4: Total amount of the administered anti-angiogenic drug(in the case
of delayed measure of output=0.5 day)

Table 4.5: Maximum average daily amount of anti-angiogenic drug(in the case
of delayed measure of output=0.5 day)
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Figure 4.9: Discontinuous delay function represent the delay of the measured
output (Delay=1 day)

Figure 4.10: Graphical comparison of the real and estimated tumor volume
under the action of the closed loop control law (in the case of delayed measure
of output=1 day)
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Figure 4.11: Graphical comparison of the real and estimated carrying capacity
under the action of the closed loop control law (in the case of delayed measure
of output=1 day)

Figure 4.12: Time behavior of the administered drug concentration (in the case
of delayed measure of output=1 day)
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Table 4.6: Final value of tumor volume x1 (13∆), At the end of the treatment
(in the case of delayed measure of output=1 day)

Table 4.7: Total amount of the administered anti-angiogenic drug(in the case
of delayed measure of output=1 day)

Table 4.8: Maximum average daily amount of anti-angiogenic drug (in the case
of delayed measure of output=1 day)
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Figure 4.13: Discontinuous delay function represent the delay of the measured
output (Delay=1.5 day)

Figure 4.14: Graphical comparison of the real and estimated tumor volume
under the action of the closed loop control law (in the case of delayed measure
of output=1.5 day)
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Figure 4.15: Graphical comparison of the real and estimated carrying capacity
under the action of the closed loop control law (in the case of delayed measure
of output=1.5 day)

Figure 4.16: Time behavior of the administered drug concentration (in the case
of delayed measure of output=1.5 day)
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Table 4.9: Final value of tumor volume x1 (13∆), At the end of the treatment
(in the case of delayed measure of output=1.5 day)

Table 4.10: Total amount of the administered anti-angiogenic drug (in the case
of delayed measure of output=1.5 day)

Table 4.11: Maximum average daily amount of anti-angiogenic drug (in the case
of delayed measure of output=1.5 day)
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4.3 Non-continuous input

As a forward step towards understanding of the realistic model, di�erent sim-
ulations have been carried out in the case of the non continuous inputs, �rstly
impulses considered which could be representation for the physical situation
where the drug is given to the patient as shot Injections for instantaneous times,
secondly steps were considered as input, which could be the case if the drug is
given to the patient as continuous injection for certain amount of time. These
kind of simulations can be done for di�erent values of the injection time, for
example in the case of Impulses, it can be done for di�erent frequencies of the
drug shots, here only considered the case where the frequency is one shot/day.
and for the case of steps, we considered the case of continuous injection for every
second day. Simulations can be done for di�erent values of frequency and step
period, to get a general overview on the convergence in each case and then these
results can be generalized. The values of Kc and Ko are kept the same for all
the cases of inputs for better comparison. Figs. (4.17) and (4.18) represent the
case of Impulses input, where Figs. (4.19) and (4.20) represent the case of steps
input.

Figure 4.17: Time behavior of the administered drug concentration in case of
impulses
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Figure 4.18: Real tumor volume(blue), and real carrying capacity(green) and
their estimated values

Figure 4.19: Time behavior of the administered drug concentration in case of
steps
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Figure 4.20: Real tumor volume(blue), and real carrying capacity(green) and
their estimated values
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Chapter 5

Conclusion

The work done in this thesis exploited a mathematical model of the tumor
growth. The model accounts for the angiogenic inhibition and stimulation,
additionally it has been used many times to simulate and predict the e�ects of
antiangiogenic drug delivery. Based on the feedback linearization theory, the
control law makes use of an observer for nonlinear systems with delay output
measurements in order to design the model-based control by means of only
available measurements. This work presents a control law with the aim to
reduce the tumor volume.

The thesis deals with the problem of time-varying measurements delay of the
output feedback control of nonlinear systems. A control law is formulated and
discussed , that control law is made of an observer-controller cascade, where
the observer is a high gain observer of the chain type, and the controller is
the classic state linearizing scheme. It has been shown in the literature that
under suitable conditions on the system, the observer is globally exponentially
convergent, additionally replacing the true state with the observer one in the
control law leads to an exponentially stabilizing feedback scheme. We discussed
as well the main limitation of the single observer which is the existence of a
delay bound that depends on the nonlinear system Lipschitz constant. In the
particular case of our thesis, this limitations didn't a�ect us since we just focused
our attention on the known and constant delay and this is the type of observer
required for the thesis. The design of such observer in the case of constant and
known delay, as it happens frequently in the applications is straightforward,
not like the time-varying case which requires special attention. Therefore a
classi�cation of the delay functions with respect to the available output data is
discussed and the design of the cascade of the elementary observers is presented
to solve the reconstruction problem.

Theoretical results from the literature ensure that the control gain of the
regulator can be set independently of the observer gain due to the special struc-
tural properties of the tumor growth model and this has been facilitated the
control design. Numerical simulations showed the robustness of the control law,
despite of the delayed measurements and the wide range of variation of the es-
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timated carrying capacity. For better understanding of the practical treatment,
di�erent simulations have been carried out in the case of the non continuous
inputs. This includes impulses which physically represents the situation where
the drug is given to the patient as shot injections for instantaneous times. As
well steps were considered as input, which could be the case if the drug is given
to the patient as continuous injection for certain amount of time. In the case of
impulses, we considered the situation where the frequency is one shot/day and
in the case of steps, simulations can be done for di�erent values of frequency
and step period, to get a general overview on the convergence in each case and
then these results can be generalized.
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